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K 75-JIETHEMY IOBHJIEIO
COKOJIOBA BOPUCA BJJAIJUMHAPOBHNYA

SPC RAS

Comxr-NetepByp: , ‘

Peaeparsrin mco s i :
PFocCHRCRON axay

erol Research Cente
my of Sciences

B stHBape 2026 r. TOKTOp TEXHUYECKHUX Hayk, npodeccop Cokoios
Bopuc BnagumupoBuu otMewaer 75-nmetHuit ro6mneit. IIpodeccop
Coxomnos b.B. sBnseTcs mmpoko M3BECTHHIM B Hallell CTpaHe W 3a ee
mpefenaMu  yYeHBIM, 3aciIy)KeHHBIM [IesiTelieM Hayku Poccuiickoit
Oenepanun, nBaxasl Jlaypearom mpemun IIpaButensctBa PD B obmactu
HayKd W TeXHUKH, Jlaypearom npemun [IpaBurensctBa Cankt-IlerepOypra,
Jlaypeatom Crunenguu Ilpesunenta PO «3a Bwigaromuecss 3aciayru
B 0ONACTH  BOOPYXKEHHUS, BOEHHOM W  CIEHUANbHOH  TEXHHKWY,
PYKOBOAWTENEM — TJIABHBIM HAy4YHbIM COTPYIHHKOM Jiabopatopuu
MH(OPMALMOHHBIX TEXHOJIOTMH B CUCTEMHOM aHallM3€ M MOJCIMPOBAHUU
Cankr-IlerepOyprckoro  denepaibHOIO  HCCIIEIOBATENBCKOTO  LEHTpA
Poccuiickoil akaneMuu Hayk.

CoxonoB bopuc Bmamumuposnu poamica B Jlenunrpage. Ilocne
OKOHYaHUs § KJIACCOB 73 ropoACKOW IIKOJBI MOCTYNWI B JIeHUHrpajackoe
CYBOPOBCKOE BOEHHOE€ YUYMWIIMILE, KOTOpoe 3aKkoHumI B 1969 r. B aBrycre
1969 r. ObI1 mpHHAT chymareneM JIEHUHTpaaCcKOH BOSHHOW HHXCHEPHOM
Kpacno3namenHnoii akagemun um. A.®. Moxatickoro (JIBUKA), kotopyto
3aKOHYMI ¢ oTimureM B 1974 mo cnemuansHocT «bamucTuka u teopus
noneta». C 1974 r. mo 1978 r. cimyunn B Ha3eMHOM aBTOMAaTH3MPOBAHHOM
KOMILIEKCE YIpaBJIeHHs KOCMHYECKHUMHM ammapatamu. B 1978 r. moctymmn
B OYHYI0 agbIOHKTYpy Ha Kadeapy «ABTOMAaTH3HPOBAHHBIX CHCTEM
yOpaBlieHUsT KOCMUYECKUMH anmapatamu» (kadempy Ne 62) Boennoro
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nmxenepHoro KpacHoznamennoro wuHctutyta uM. A.D. Moxaiickoro
(BUKU), xoropyto 3akomumn B 1981r., m 20 mas 1982 r. 3amurun
KaHAUOATCKylo nuccepranuio. Jlamee mpoxoamn ciyx06y B BUKU
M. A.®. MoXalCKOTO Ha IPEToAaBaTeIbCKUX M HAYYHBIX JOJDKHOCTSIX.
3mecs B Mae 1992 1. 3ammTHIT JICCEPTAINIO HA COMCKAaHNE YUCHOH CTEIICHN
JOKTOpa TEXHWYECKHX HayK, B 1994 T. eMy NIpHCBOEHO y4YeHOE 3BaHHE
npogeccopa. C mast 1992 . mo uroHb 1998 T. SBIANICSA HAYaTBHUKOM CBOCH
ponHoit  kadeapsl  «ABTOMAaTH3MPOBaHHBIX  CHCTEM  YIPaBIICHHS
KOCMUYECKMMH arnaparaMu». BoeHHyro ciry:k0y 3aKOHYMI B BOMHCKOM
3BaHUU MOJIKOBHUKA.

IMocne oxkoH4YaHUsI BOGHHOH CiTyKObl OCHOBHAsI TPYJOBasi U Hay4yHas
nearensHOCTs bopuca BrnaaumupoBnua cesizaHa ¢ Cankt-IlerepOyprexum
WHCTHTYTOM HMH(OPMATHKN M aBTOMaTH3aIlMK Poccuiickoil akageMun Hayk,
weiHe — Cankr-IletepOyprekuit denepanpHBIl HCCIENOBATEBCKUN IICHTP
Poccmiickoit akamemrm Hayk (CII6 ®UIL[ PAH). 3mece oH Tpyamics
1 NIPOJOJDKACT TPYAUTHCS Ha JOJDKHOCTSAX BEIYIIEr0 HAyYHOTO COTPYIHHKA
(1999-2006 T1r.), 3aMecTuTeNsT OUPEKTOpa MO Hay4yHOU padote (2006-
2017 rr.), pyKoBOAMTENA JA0OPATOPUN HWH(POPMAIMOHHBIX TEXHOJOTHI
B CHCTEMHOM aHaJIu3€¢ U MOJEJIMPOBAHUH — TJTABHOTO HAYYHOTO COTPYJHHKA
(c 2017 1. mo HacTosIIIEE BPEMS).

Hauano aKTUBHOM Hay4YHO-TIe1aroruuecKom JIESITEIbHOCTH
CoxonoBa b.B. cBs3aHo ¢ oOy4deHueMm B aabloHKType, ¢ 1982 r. OpmHako
TATa K TOYHBIM HaykaMm mposiBuiack y CokosoBa b.B. ropasgo panbliine
Onaromapsi TaJaHTJIMBBIM ITI€IaroraM, y4uTelssM MaTeMaTHKH: B IIKOJE —
Konnpamosy Uropro Bacunsesuuy, B JIeHCBY — Coxpatununoit Upune
IletpoBHe, BHOCHEACTBUM CTaBLIEH 3aciyKeHHbIM yuutenemM PO.
A B akagemuu kypcant CokosnoB b.B. Bce msaTh JieT 00ydeHHs 3aHUMAICS
B BoeHHO-Hay4HOM OOIIecTBE MMOJ] PYKOBOACTBOM H3BECTHOTO YYEHOTO
B OoOJacTH OAUIMCTUKK M TEOPHM YIPABICHUS MOJETOM KOCMHUYECKUX
armapartoB npodeccopa bapunoBa Koncrantna Hukurtnya. OOydeHwue
B aKaJIEMUH 3aBEPIINIIOCH HAIMCAHUEM AMILUIOMA, MTOCBAIIEHHOTO BOIIPOCAM
3alIUTHOTO MAaHEBPHPOBAHMS KOCMHUYECKHMX ammaparoB. JlWImuioMm cran
YacThIO KOMIUIEKCHOH PaboThl, MOJrOTOBICHHONH COBMECTHO C yUCHUKAMHU
JOKTOpa  TEeXHHYecKMX Hayk  mnpodeccopa I[lomomapesa B.M.
1 TIPE/ICTAaBIEHHON Ha KOHKYPC JIYYIINX CTYACHYECKHX paboT. DTa pabdora
3aBO€BaJia Ha 00IECOI03HOM KOHKYypce 1 mecTo.

B BomHCckoi#l yacTH, Kyma Obu1 pacmpenenieH sieiireHaHT COKOJIOB
Bb.B., oH nomnan B LEHTp UHTEPECHBIX COOBITHI, CBA3aHHBIX C BHEAPCHHUEM
nepsoit B CCCP unrerpupoBanHoil ACY pa3sHOPOIHBIMU TPYIIIUPOBKAMU
kocMmuueckux anmapatoB (KA). Paboras B oTmeneHHMH MaTeMaTHYecKOTo
u nporpammHoro  obecreuenuss KA, CoxonoB B.B. mpunuman

6 Wndopmatrka u aBromaruzanus. 2026. Tom 25 Ne 1. ISSN 2713-3192 (meu.)
ISSN 2713-3206 (onmaiin) www.ia.spcras.ru



HETIOCPEACTBEHHOE YyYaCTHE B MWCIBITAHUAX MEPCIEKTUBHBIX CHCTEM
aBTOMAaTH3aIMA. JTO Jajlo eMy OeCIeHHBIH MPaKTHYECKHUH OIMBIT PabOTHI
CO CPE/ICTBAMH M CHCTEMaMH aBTOMATH3allMU TpolieccoB ympasieHus KA,
a TaKKe OMpenenwIo npodmib OyIayIend uccaenoBaTeIbcKol paboTs — U3
«qucToro» Oammmuctuka, Maremarnka CokxonoBa b.B., cymectBenHO
pacmupuB  TpOoQIIs CBOEH TNPO(EecCHOHANBPHONH MeATeNFHOCTH, CTall
cnenuanuctoM o ACY KA.

Iupora nHayunoro kpyroszopa CokxosoBa b.B., mpossistomascs
B €ro CIIOCOOHOCTH C €MHBIX MO3UIMH peraTh GyHIaMeHTaIbHbIe Hay4YHO-
TEXHUYECKHE MPOOJIEMBI B Pa3IMYHBIX MPEAMETHBIX 001acTix, 0epér cBou
HCTOKM B MHOTOTPAHHOW CHCTEMHO-KMOEpHETHYECKOH MOJTrOTOBKE,
MOJYYEeHHOH MM B XoJie OOydYeHHs B aJbIOHKType, paboTe B Hay4YHBIX
MOJIpa3/ieNieHuAX M Ha Kadeape, IpH MOATOTOBKE KaHAWAATCKOM, a 3aTeM
JIOKTOPCKOM JAMccepTalMii B paMKax HaydHOH mIKOJbI «CHCTEMHOro
aHaIM3a M KOCMUYECKOW KHOEPHETHKW», BO3IJIABIIEMON OCHOBATEISIMHU
3TOM HAaydHOH IIKOJIBI JOKTOpaMH TEXHHYECKMX HayK Tpodeccopamu
PesnnkoBeiM  Bopucom AOpamoBndeM wu KamuawmabiM  Bragummpom
HuxomaeBuueM. 31ecb B METOJOJNIOTHIO HAyYHBIX  HCCIIEIOBAHHH,
npoBogumblx  CokosoBeiM  b.B., kak Ha TeopeTnyeckoM, TaKk M Ha
MIPUKIAJHOM YPOBHSX, NPOYHO BOIUIM OCHOBBI CHCTEMHOI'O MOJX0Ja
K PELICHUIO CIOXKHBIX 33/1a4 aBTOMATH3aIMH yIIPABIICHHS.

BnaneHune 3TUM TOAXOAOM M BIOCIEICTBHH, YyXe Ipu padore
B CIIMMPAH, mnozBonmno bopucy BnaguMmupoBuuy moj pyKOBOICTBOM
u B cotpyauuuectse ¢ qupekropom CIIMMPAH 4neHOM-KOppeCIOHAEHTOM
PAH IOcynoseiM Padasnem MugxaroBruueM OpraHM30BBIBATH U yCIHEIIHO
BBINIOJHATh ~ MEXIUCLUIUIMHAPHBIE  WCCIECIOBAaHMSA,  OOBEIUHSIONINE
pe3ynbTaThl YYEHBIX M CIHEIHAIUCTOB, pPAa0OTAIOMIMX B  PasIMUHBIX
TIPEAMETHBIX 00J1acTAX.

B nacrosmiee Bpems npogeccop CokonoB b.B. siBisieTcst n3BecTHbIM
y4eHbIM, aBTopoM Oonee 800 Hay4dHBIX paboT, S5 MoHOrpadui,
5 yaeOHukoB, 20 W300peTeHWl, OCHOBAaTEleM HOBOTO HAYYHOTO
HampaBJICHUsI B OOJIACTM aBTOMATH3AaLMHM IIPOIECCOB IMPOAKTUBHOTO
YIOpPaBJICHUST CIIOKHBIMU TeXHUYecKUMHU oO0bekTamu (CTO), cBsizaHHOTO
C KOMIUIEKCHBIM OIHMCaHWEM U MEXIUCHUILIMHAPHBIM HCCIEJOBaHHEM
MPOLIECCOB a/lalTHBHOTO MHOTOKPUTEPHAIBHOTO CTPYKTYpHO-
(YHKIIMOHAIBHOTO CHHTE3a TEXHOJOTMH W TIporpaMM  yIpaBJieHUs
pasButueM CTO B kpuTHYeCKHX NpHIokeHusx [1 —25].

CoxkonoB b.B. Bbliatommiicss y4deHeld B oOmactu WH(OpMaTHKU
U TEOpUU  YIpPaBIEHMS, OCHOBAaTelb U  PYKOBOJUTENIb  YCIELIHO
pa3BMBaeMOHl MM HAy4YHOW INKOJIBI 110 HCCIEIOBaHHIO IpoOJiIeM
MIPOAKTUBHOT'O YNPABJICHUS CTPYKTYPHOIH JUHAMHMKOH CIIOKHBIX OOBEKTOB,
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B KOTOPOHW MOJy4eH LeNnblii psig (yHAaMEHTAIbHBIX W IPUKIATHBIX
pe3yJIbTaTOB, B TOM YHCIIE:

—  pa3paboTaHbl Hay4yHbIE OCHOBBI TEOPHH IPOAKTHBHOTO
YTIpaBICHUS CTPYKTYPHOI JTUHAMHKOH CIIOKHBIX OOBEKTOB;

—  paspaboTaH KMOEPHETHUECKUH TOIX0]] K MHOTOKPUTEPHATEHOMY
OLCHMBAHUIO,  AQHAIM3Y W  YOPABICHWI0O  KAauecTBOM  MOjenel
U TIOJIUMOJIENTbHBIX KOMIIIEKCOB, ONUCHIBAIOIIHUX CJIOXKHBIE OOBEKTHI;

—  pa3paboTaHbl  HayYHO-METOAOJIOTMYECKHE,  METOJHYECKHE
U TEXHOJIOTHYECKHE OCHOBBI CO3/IaHMs U HUCIOJIb30BaHUS PACHpeAETICHHBIX
CUCTEM MOAMCPKKU MPUHATUS pPELUICHUH INpH YNPaBIEHUH CJIOKHBIMU
00BbEKTaMU;

—  CO3JaHbl ¥ BHEJIPEHBI OIBITHBIE O00pa3lbl HPOrPaMMHOIO
obecrieueHns pelIeHus 3aa4 KaJICHIApHOTO IUIAHUPOBAHUS M COCTABIICHNUS
paciicaHuii Ha HPEANPUATHAX W B OPTaHM3AIMAX PAKETHO-KOCMHYECKON
OTpaciu, B CYAOCTPOCHHH, B TPAHCIIOPTHO-IOTUCTHUECKUX CHCTEMAX,
B OpraHu3alusix U BOUCKOBBIX dyacTsix MO PO.

HoBu3Ha ¥ MNEpCHEKTUBHOCTh  HCCIECOOBAaHHWH, IPOBOJUMBIX
CokonoBeM B.B., addexkTrBHOCTh TONTy4aeMbIX pe3yNbTaToB, MOCITYKUIN
ocHoBanueM st otkpbiTusi B CIIMMPAH HoBoi#i naboparopuu, co3aanHOR
mo ero wuHMnuatuBe B 2006 T. HamMmeHoBaHHME BHOBBH CO34aHHOTO
nogpazaenienuss  —  Jlaboparopuss  MHGOPMAIMOHHBIX  TEXHOJIOTHI
B CHCTEMHOM aHalW3e M MOJICIIMPOBAaHUM. Takoe Ha3BaHHE BBIOPAHO
B COOTBETCTBHM C MNpOoQHIeM JeSTeJbHOCTH HMHCTHTYTA W HOBBIM
HanpaBJeHHUEM NPOBOIUMBIX Pa3pabOTOK — CHCTEMHBIM (KOMIUICKCHBIM)
MOJICTIMPOBAaHWEM B pa3JIMUHBIX MPEAMETHBIX O0OJACTiAX, a TaKkKe
CO3/IaHMEM  COOTBETCTBYIONIMX HMH(MOPMALMOHHBIX TEXHOJOTHH IS
aBTOMATH3allMd  KOMIUIEKCHOTO  MOJENMpoBaHWA. B pesymbprare
nCcIIeJOBaHNH, BBIIIOJIHEHHBIX Jlaboparopueit npodeccopa Cokonosa b.B.
IO PYKOBOJICTBOM M TPH HENOCPEACTBEHHOM YYacTHH JUPEKTOpa
CIIMUPAH unena-koppecnonaenra PAH KOcynosa P.M., copmupoBano
HOBOE HANpaBJIeHHEC MEXAUCIUIIIMHAPHBIX HCCIEIOBAHMH — OCHOBBHI
KBaIUMETPUU MOJENIEH ¥ IOJMMOJEIBHBIX KOMIIIEKCOB, a TaKKe
pa3paboTaHbl TPHUKIAJHBIE INPOrPAaMMHBIE PEIICHUS Ul  peaTu3aliiy
MEKANCIMIUIMHAPHBIX TPOEKTOB. OCHOBHBIE TEOPETUUECKHE DPE3yIbTaThl
JTAaHHOTO HAIPaBJICHHS HAIIM OTpakeHHe B MoHorpaduu [10].

Eme ogHMM HOBBIM HamlpaBIEHUEM HCCIIEAOBAaHHUM, MPOBEICHHBIX
npodeccopom COKOJIOBBIM 10J] PYKOBOJCTBOM 4JIEHA-KOPPECHOH/IEHTa
PAH IOcynoBa P.M., siBisiercsi pa3BUTHE HEOKMOCPHETHKH KaK HAayKH,
oboOmaronield pe3ysbTaThl KIACCHYECKOH KHOEpHETHKH, HWH(OPMaTHKU
Y CUCTEMOJIOTHH U TIO3BOJISIONIEH ¢ 00IMIMX ITO3UUMI NEPEeHTH K ONUCAHUI0
MPOLIECCOB Pa3BUTHS HE TOJBKO TEXHWYECKHUX OOBEKTOB, HO COIMAIBHO-
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SKOHOMHYECKMX  CHCTEM  KaK  IIeJICHANIPAaBICHHBIX  YIPaBISIEMBIX
niporteccoB [11].

CBHIETENHCTBOM (YHIAMEHTAIFHOCTH W OOIIHOCTH IOTyYeHHBIX
npogeccopom CokomoBeiM B.B. pe3ynapraToB SABISETCS  yCHEIIHOE
MpPUMEHECHNE TIONIOKEHUI  pa3pabOTaHHOM WM TEOpWUH  YIpPABICHUS
CTPYKTYPHOH IWHAMHKOM CJOXHBIX OOBEKTOB IS peIIeHHus 3ajgad
yIpaBJICHUS B TPAHCIOPTHO-JIOTUCTUYCCKUX CHCTeMax. B oTeuecTBeHHOU
MPaKTUKE 93TO TMPHBEJIO K CO3JaHUI0 TEXHOJOTMH  YIPABJICHUS
rpy30lepeBo3KaMi Ha BO3JIYLIHOM TpaHCIOPTE. 3a pelIeHUue NaHHOW
3agaun CoxosioB b.B. B 2013 B cocraBe aBTOPCKOrO KOJUIEKTHBA OBLI
yaoctoeH 3BaHust Jlaypeata npemuu [IpaBurensctBa PO B o0nactu Hayku u
TCXHUKH. q)yH}laMeHTaﬂbele peE3yJbTaThl MO JaHHOMY HaIlpaBJICHUIO
TONYYIIT U ITUPOKOE MEXIYHAPOJHOE MpPU3HAHUE, OMyOIIMKOBAHEI Ooee
geM B 20 CTaThiX B BBICOKOPEHTHHTOBBIX MEXKIYHAPOIHBIX H3TAHHIX
U B KOJUICKTUBHOH  MOHOTpaduH, BEIICANICH  TOA  pelaKmuei
Cokomnosa b.B. [20].

B 2021 r. crates [26] Opima oTMeueHa 3HakoM: «Best Paper in the
2021 IISE Transactions Focus Issue on Design and Manufacturingy.
CokomoB  b.B. Bxomutr B cmucok 10 Belgaronmxcs y4€HeIx P
MEXAYHapoJHOTO Hay4HOro mnoprajia Research.com B HampaBiieHHH
Engineering and Technology: https:research.com/u/boris-sokolov.

Heuccsxaemass tBOpueckass sHeprus mnpodeccopa CokosnoBa b.B.
HaXOJIUT CBOE BOILIOIICHHE B pa3pabOTKax, BBHIIOJHEHHBIX 32 MOCIEAHUE 5
JET W BBHIIONHACMBIX B HACTOSIIEe BpeMs. 3a TOCICTHHE TOABI UM
pa3paboTaHbl TPUHIMIIHAIEHO HOBBIC M IIPEBOCXOASAIIUC 3apyOc)KHBIC
aHAJIOTH METONBl W TEXHOJOTHH JACUCHTPAIN30BAHHOTO YIPABICHUS
TpyIMIaMi OCCHIIOTHBIX JIETATENFHBIX allllapaToB, METOIBI OOCCIICYCHUS
(YHKIIMOHATPHON  COBMECTUMOCTH ¥  HWHTETPAllid  EPCIEKTHBHBIX
aBTOMATH3UPOBAHHBIX CHUCTEM YIIPABICHHS pPa3UYHOTO HAa3HAYCHHUS.
B 2023 r. bopuc BmamumupoBud BTOpo#t pa3 crtanm Jlaypeatom IIpemun
IIpaButensctBa P® B obmacth Hayku M TeXHUKH. DyHIaMEHTAILHBIC
U IPUKITagHBIE  PE3yNbTaThl MO  Pa3BUTHIO TEOPHUH  IIPOAKTUBHOTO
MHTEJUIEKTYaJbHOTO YIPAaBICHUS CTPYKTYPHOW IHHAMUKOW CIIOXKHBIX
OOBEKTOB HAIUTH OTpPaK€HHE B TOATOTOBICHHOM K I€YaTH B W3IAHWUU
Poccuiickoit AxagemMun Hayk MoHOTpaguu «MeTOmOIOTHS B TEXHOJIOTHU
aBTOMATH3allMd W  HWHTEJUICKTyaJ W3allid MPOIECCOB  MPOAKTUBHOIO
yIpaBJICHUS CIOXHBIMH 0OBekTamm» (B coaBTropcTBe ¢ FOcymoBsiM P.M.
U COTpyIHUKaMH Bo3riasisemoit CokonoBeM b.B. maboparopun).

ToBopss moapoOHEE O TNPHKIAAHBIX PE3yJbTaTaX, IOJYYCHHBIX
npogpeccopom CoxonoBeiM b.B., HE0OOXOIMMO OTMETHTH, 4YTO, HauyWHas
¢ 1978 r., OH MpUHUMAJ HEMOCPEACTBCHHOS YYacTUC B BBIMOIHCHUH OoJice
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120 Hay4HO-HCCIIETOBATEIHCKUX W OTBITHO-KOHCTPYKTOPCKHX paboT. bomee
geM B 40 paboTax OH SBIBUICS HAYYHBIM pyKoBoawTenem. IIpm wux
BemmosHeHNH CokojoBEIM b.B. momydeHbl pe3ymnbTaThl, 00eCIedHBAarOIIHe
JUIEPCTBO POCCHICKHAX pPa3padOTOK MPH PEIICHHH aKTyaJbHBIX HAYIHO-
TEXHMYECKUX ¥ COIMAIFHO 3HAYMMBIX 3alad, B TOM 9YHCIE: Ui Chepsl
MPOW3BOJICTBA W JIOTHCTHKH  CO3JaHa  METOJOJIOTHS  CTPYKTYPHO-
(YHKIMOHANEHOTO ~ CHHTE3a  HMHTEUICKTYaJIbHBIX  WH(OpPMAaIMOHHBIX
TEXHOJOTUII ¥  aBTOMATU3HPOBAHHBIX  CHUCTEM  YIpaBIEHHS; Ui
aBMaKOCMMYECKO OTpaciu pa3paboTaHa MPUKIIAIHAS TEOPHUs TIPOAKTUBHOTO
MOHUTOPHUHIa U YIPABJIEHUsS CTPYKTYPHOW NUHAMUKON CUCTEM YIIPABICHUS
KOCMHWYCCKHMMHU armapataMmu " pO6OTOTeXHI/I‘{eCKI/IMI/I KOMIUICKCaMHM, JJIsd
peeHus COIIMAJIbHO-DKOHOMHUYECKHUX n aI‘p06I/IOTeXHI/I‘leCKI/IX 3a1a4
CO3MIAaHBI TEOPETHYCCKUE OCHOBHI KOMIUICKCHOTO aBTOMATH3HPOBAaHHOTO
MOJICTIPOBAHMS IPHUPOIHBIX U TPHPOIHO-TEXHIIECKUX OO BEKTOB.
Pesynbratel uccnenoanuid Cokonosa b.B. monyuwnum mmpoxyro
MPAaKTUIECKYIO peau3aIio B HAYYHBIX YIpEKICHUSAX,
B BBICOKOTEXHOJIOTUYHBIX IMPOU3BOJICTBAX TOCYAapCTBEHHOTO CEKTOpa
U OTACTBHBIX  KommaHui  (DoHI  MEepCHeKTUBHBIX  HCCIICHOBAHHIA,
DenepalbHbIil Hccie0BaTeNbCKuil 1eHTp «MHpopMaTHKa U yrpaBICHHE)
Poccuiickoil akanemMun Hayk, LleHTpanbHBI Hay4yHO-UCCIENOBATEIIbCKUIM
HHCTUTYT MamuHocTpoeHusd, KoHcTpykTopckoe 0fopo «ApceHam» HUMEHU
M.B. ®pynze, HayuHo-uccineaoBaTelbCKUH HWHCTUTYT KOCMHUYECKHX
cucteM uMeHn A.A. MakcumoBa, u npyrue). Mcnonb30Banne pe3yabTaToB
CokomoBa b.B. mo3Bomsier  HAaXomuUTh  ONTHMANBHBIC  PELICHUS
IO TIOCTPOCHHUIO aBTOMATU3HPOBAHHBIX CHCTEM YIIPABICHHUS, CO3aBaCMbIX
JUTA Pa3NIUYHBIX OTPACIeH, ¥ CYNIECTBEHHO MOBBICUTH I(PPEKTUBHOCTh UX
(YHKIMOHUPOBAHUS HA PA3IMYHBIX dTalax )XU3HCHHOTO UKJIA.
3HauMTeNbHbIE pe3yNbTaThl, HonydeHHble CokonoBeiM b.B. mpu
pa3paboTKe METOJOJNIOTMM  aBTOMATH3alMd M HHTEIUICKTyaln3aluu
MIPOIIECCOB IPOAKTHBHOTO YIIPABICHHS CIIOKHBIMH OOBEKTaMH, OKa3ald
CyIIECTBEHHOE BIMSHHE Ha pPa3BUTHE NPHUKIATHBIX HH(POPMAIIMOHHBIX
texHonoruii B Cankr-lIletepOypre wm crpane. Haubonpimee dYucio
MPAaKTHYECKUX pealn3aldid TMOJYy4eHO B OTCYECTBEHHON paKeTHO-
KocMudeckoi oTpaciau. B nmeproa ¢ 1990 u mo HacTosiee BpeMs IMMOJ €ro
PYKOBOJICTBOM H TIpH HEMOCPEICTBEHHOM y4YacTHH TIPOBOAWIHCH
mupokoMactabHele (QyHIaMeHTaNbHble W TPHUKJIAIHBIE HCCIIEJOBaHM,
BeIMONHsieMble B uHTepecax MO P®, u, mnpexne Bcero, BoeHHo-
KocMuueckux cwil. B wactHoctn, mpodeccopom CokonoBbiM b.B. u ero
YUYEHHKaMH OblT pa3paboTaH W BHEAPEH B NPOMBIIUICHHBIX M BOEHHBIX
opranmzaiusix P® psanx  KOMOMHHMPOBaHHBIX METOJOB, aITOPUTMOB
1 METOAUK KOMIUIEKCHOI'O aBTOMATHU3UPOBAHHOI'O IJIAHUPOBAHUSA pa60T1)1
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KOCMHYECKHX CPEICTB W YNPaBJICHHS HUX CTPYKTYPHOH JWHAMUKOH,
KOTOpBI  TO3BOJIMJI  COKPAaTHTh 3aTpaThl PECYpCcOB M  IOBBICHTH
3G(PEKTUBHOCT,  NMPUMEHEHHS TaKMX KOCMHUYECKHMX CHCTEM  Kak
«'JTOHACC», «I'mobycy», «CTtpoit», «MoHuS».

OynnamenTanapabie pe3ynsTathl CokonoBa b.B. mo meromomornm
KOMIUIEKCHOTO ~ MOJEIMPOBAHUS  CIOXHBIX OOBEKTOB  PEaIM30BaHbBI
B CHCTEME OINEPAaTUBHOTO MPOTHO3UPOBAHUS PEUHBIX HABOAHEHUH, KoTOpas
BIEPBBIE B  OTCYECTBEHHOW  TNPaKTHKE  OOECHEeYMBAaET  IOJHYIO
aBTOMATH3alMIO 1IMKJIa cOopa JaHHBIX, MOJEIMPOBAHUS M BHIBOJA
pesynpTatoB. IIpuMeHeHue  cucremsl, pa3pabOTaHHON  COBMECTHO
¢ xosueramu u3 MHctutyTa Bogubix npodiaem PAH u kadenps! runponorun
cymu MI'Y um. M.B.JlomoHocOoBa B pamkax mnpoekra Poccuiickoro
HaygHoro ¢onma 17-11-01254, mozBommno Ha 30%  TOBBICHTH
OTIEPAaTHBHOCTH M KAUYECTBO PEIICHMI MO PearnpoBaHUIO Ha YpE3BbIUaHbIC
cutyaunu. B xone uccnenoanuii no Ilporpamme Coro3HOro rocynapcraa
CoxomoBeiM b.B. ocymiecTBieHbl pa3paboTka W BHEIPEHHE TEXHOJIOTHH
YIpaBieHUS! NPUMEHEHUEM MEPCIEKTHBHBIX MHOTOCIYTHHKOBBIX CHCTEM
Poccun u benapycu. Pe3ynbTarbl HcObITAaHUM MPOJAEMOHCTPUPOBAIH
BO3MOKHOCTH MOBBIMIEHHUS 3((GEKTUBHOCTH CIIyTHHKOBBIX TPYIIIHPOBOK
[P IPUMEHEHUH pa3pabOTaHHBIX TEXHOJIOTHH He MeHee ueM Ha 20%.

C 2006 mo 2017 rr. CokonoB b.B. sBmsancsa 3amecTturenem
mupektopa CIIMMPAH no nayuyHoii pa0oTe, BBINOJHSA MIMPOKHHA KpyT
o0s13aHHOCTE MO OpraHM3alM W BBINOJHEHHWIO WHCTHTYTOM IUIAHOB
(GyHIaMEHTaNbHBIX W HPUKJIAAHBIX  HCCIECJOBaHMH, OpTaHH3aN
MOATOTOBKH KaJgpOB BBICIICH KBaTU(HUKAMM — KaHANUAATOB U JOKTOPOB
HayK, OpraHH3alUM U MPOBEACHHUIO OTPACIIEBBIX, BCEPOCCHHCKHX U
MEKAYHApOAHBIX  KOH(EpeHIWH, B3aMMOJICHCTBHIO C  BHEIIHHMHU
OpraHM3aIsIMU U MHOTHE Apyrue. Ha 3Tom mocTy sipko MpOSBHINCE €ro
CrOocOOHOCTH K CHCTEMHOMY OOOOIIEHHIO pa3iMYHBIX HANpaBICHUN
nestensHocT naboparopuit CIIMMPAH wu ompeznenenuro HarpaBieHHN
HHTETpaLuu MPOBOJUMBIX B UHCTUTYTE pa3paboToxK. ITon
HernocpeAcTBeHHbIM pykoBoacTBoM CokonoBa b.B. B CITMMPAH otkpeiT
OTHENl  aCHUPAHTYpbl, 4YTO MO3BOJMJIO  3HAYUTENIBHO  PACHIUPUTH
BO3MOXKHOCTH ~ HMHCTHTYTa [0 Ha0Opy MOJOABIX HCCIel0BaTeleH,
MOBBILIEHUIO Ka4eCTBa UX 00yUEHHMSI U HOATOTOBKHU JIMCCEPTALUH.

Cucremoobpasyromiasi  aearenbHocTh Tpodeccopa Coxonosa b.B.
pactipoctpansiercst u 3a mnpenensl CIITMUPAH. Tlpu ero akTtuBHeimem
yuactun Obuio  co3gaHo HammonanmbHOe  OOMIECTBO  MMHTAIIMOHHOTO
MOJICITUPOBaHUS, TPE3UIECHTOM KOTOporo OH sBisieTcs ¢ 2024 .
IlepBoouepennas 3amada oOmectBa — cHOpMHUPOBATH CBS3M  MEXIY
CHeNUaINCTaMI B OOJIACTH MOJAENMPOBAaHUS B Poccuy, ONpenennuTs Kpyr
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OpraHU3aLH, THCTUTYTOB U MIPOMBIIIJIEHHBIX MPEIIPHATHI, HCIOIB3YOIINX
MOJEIUPOBAaHNE  KAK  CPEACTBO  WCCICIOBAHUA W MPOCKTHPOBAHMUA,
CIOCOOCTBOBATh CO3JAaHHIO0 TOPH3OHTAIBHBIX CBSI3eH AT OOBEAWHEHMS
YCUIJIMH TIPH BBITIOTHEHUH MEKIUCIUIUIMHAPHBIX TTPOCKTOB.

IIpodeccop CoxomoB b.B. Bemer axkTHBHYIO TeJarorudecKyro
JeATeTbHOCTh. ONBIT €ro MPErnoAaBaTelbCKOW AESTENbHOCTH BKIIOYACT
paboTy mnpernojaBaTeieM M HadalbHUKOM Kadeapbl B BoeHHO-KOCMUUecKoi
akagemun uM. A.®. Moxaiickoro (1982-1998 rr.), npodeccopom Kadenpst
«MmwkeHepHoro  olecreueHHs — TOpojckoro  xossiicrBay  CaHKT-
[MerepOyprckoro  ['ocymapcTBEHHOrO — TEXHMYECKOTO  YHHBEPCUTETA,
npogeccopom Kadenpsl «KOMMIBIOTEPHBIX TEXHOJIOTMH W IPOrpaMMHON
nmwkenepun» Cankr-IlerepOyprckoro ['ocynapcTBEHHOTO — yHUBEpCUTETa
a’poKOCMHUUecKoro  mpubopoctpoenust (¢ 1999 1.), mpodeccopom
JlemapTamMeHTa JIOTHCTHKH ¥ YIPaBJICHHs LEMsIMH MocTaBok HarmonansHOTO
HCCIIEI0BATEECKOTO YHUBEPCUTETA BhICIIeH IIIKOIbI 9KOHOMHKH B T. CaHKT-
[erepOypre (c 2016 1.).

Hns mpodeccopa CoxonoBa B.B. uTeHHe nekiuif, mpoBeacHUE
3aHATHI CO CTYACHTaMH U aclUpaHTaMM — BKHEHIIMH BUJ IESTEIBHOCTH.
BocnutanHelii  BIAAOIIMMHCS y4eHbIMH u  memaroramu B BUKU
M. A.®D. Moxaiickoro, OH PYKOBOACTBYETCS X MOJAXOA0M
U BBICOKOOTBETCTBEHHBIM OTHOIIEHHEM K OOIIGHHI0 C YyYCHHKAMH.
Ilepenaua HAKOIUIEHHOTO OMBITa W 3HAHUH CIEAYIOUIUM ITOKOJCHHUAM
HH)XEHEPOB M HCCJeoBaTeNel BCerja MPOXOIUT B YBaXXHTEIHHOM TOHE.
Ipodeccop Coxono Bb.B. He xameer BpemeHH W ycwnuii. Haydxsre
JIICKYCCUH TPaAUIIIOHHO COIIPOBOXKIAIOTCS TIpUMeYaTeIbHBIMH
HUCTOPHYECKUMHU CIpaBKaMH u HayepTaHUEM BUTHEBATBHIX,
HO 0€3yKOPHU3HEHHO TOYHBIX MaTeMaTHIECKUX (POpMyIL.

VYueOHuku, ydeOHbIe mMocoOms, HamucaHHble CokonoBeiM b.B.
MCcero yyacTueM, MpPOYHO BOIUIM B  (yHZAMEHT  CHCTEMHO-
KHOEpHETHYECKOTO 00pa30BaHUs WHXEHEPOB M uccienoBateneii B BUKA
nM. Moxaiickoro, BoeHHO-KOCMHYEeCKHX cHiaX, MHUHUCTEPCTBE 0OOPOHBI
P®, yupexxnenusix PAH, 1 MHOrUX Apyrux opraHu3anusx.

CymectBennsiM  BkiagomM CokonoBa b.B. B pasButne Hayku
SIBISIETCSI €r0 JEATEIBHOCTh IO MOJITOTOBKE BBICOKOKBAIN(HINPOBAHHBIX
KaJpoB M PyKOBOJCTBO HAy4YHOM IIKOJOH HCCIEAOBaHMS MpoOIeM
MIPOAKTUBHOTO YNPABJICHUS! CTPYKTYPHOH TUHAMHKOM CI0XXHBIX 0OBEKTOB.
VM noAroToBIeHO 5 JOKTOPOB TEXHUUECKUX HAYK U 15 KaHIUIATOB HAYK.

Baxno ormerurs Hammume |y 1npo¢d. CoxonoBa  B.B.
NPUHOMIHANEHON TO3MLIUM — HHUKAaKHX YCTYHOK cJaObIM Hay4HBIM
pesynbraram. Takoil mOAXOA MAODKEH ObUI OBl SBJISATHCS TNPUYHHON
MHOXKECTBa MEXJIMYHOCTHBIX KOH(DIMKTHBIX CHTYaIlMi{, OJHAKO TIyOOKOe
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YyenoBekomoOne, OEeCKOHEYHOe TeprIeHHe ¢ UyBCTBO TaKTa BCerma
MO3BOJISIIOT OOWIISIPY IMOCMOTPETh Ha CHUTYallMi0 Kak Ha BO3MOXKHOCTB
Pa3BUTh HOBYIO HICIO WIM TNPOOYIUTH B coOECemHMKE HHTEpeC K II0-
MIPEeKHEMY aKTyaJbHBIM (YHIaMEHTAJIFHBIM paboTaM.

IIpodeccop  CokomoB  B.B.  Benér  Oonpmiyto  Hay4dHO-
OpraHM3alMOHHYI0  PabOTy:  SABIAETCS  WICHOM  YUYEHBIX  COBETOB
CII6 ®UI[ PAH u CIIMHUPAH, nByx nuccepTalMOHHBIX COBETOB (B TOM
ymcie U B BoenHo-kocMuyecko akageMud um. A.@. MoxaiCcKoro), 4IeHOM
denepaunn KOCMOHaBTUKU P®, NeHCTBUTENBHBIM YIEHOM MEXIYHApOIHOU
AKazieMuM HaBUTallMU U YIPaBJICHUs JIBIDKCHHUEM, YJIEHOM YUEHOIo COBETa
bubmmorekn PAH, unenom Hayunoro cosera mo mudopmatnzaunu CaHKT-
[MerepOypra. OcoObIM TNpH3HAHKMEM 3aciayr Hay4HOW IIKOJBI mpodeccopa
CoxkonoBa b.B. sBisiercss ero Ha3sHa4YeHHE Ha IIOCT IpeACENaTeNs CEKIHU
«Kubepuernkn wM. akagemuka AWM. bBepra» mnpm Jlome ydeHBIX
uM. M. T'opskoro PAH.

CokosnoB B.B. HeEomHOKpaTHO BXOTWI B COCTaB IPOTPAMMHBIX
KOMHTETOB BCEPOCCHICKAX W MEKIYHAPOIHBIX KOH(PEPEHIWIA, B TOM YHCIIC
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€My KPETKOTO 370POBBS M JATFHEHITIX TBOPUECKUX yCIIEXOB!
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I1.B. IUIOTHUKOB, I'.11. TAMBOBLEB, A.T". BIAJIBIKO
MATEMATHUYECKAS MOJIEJIb MHOTI'OKPUTEPUAJBHOM
BAJTAHCHUPOBKH ITAPAMETPOB V2X-CUCTEM

ITnomnuxos II.B., Tambosyes [I'.H., Braoviko A.I. MaremaTHueckass Moje/b
MHOTOKPUTEPHAIbHOI 0aJaHCHPOBKHU napaMeTpoB V2X-cucreM.

AHHOTanusi. Pa3BuTHE MHTENNIEKTYalbHBIX TPAHCIOPTHBIX CHCTEM M BHEIpPEHHE
apxutekTypsl  Vehicle-to-Everything  (V2X)  npenbsBisioT — BBICOKHE — TpeOOBaHUS
K XapaKTepHUCTHKAM CETEBOTO B3aMMOACHCTBHUS, TAKMM KaK MUHHMAIbHAas 3a/IepiKKa, BBICOKAsI
HaI&KHOCTh U 3HeproddexTuBHOCTh. [IpH 3TOM CHIKEHHE OJHOrO M3 IapaMeTpoB BiCHET
3a cO0OW YBENMYEHHE MAPYroro, 4TO JenaeT 3ajady HX CcOalaHCHPOBAHHOW HAaCTPOUKHU
aKTyalbHOM M HPAaKTHYECKH 3HAUNMOH. OCOOCHHO Ba)KHO YUYHTHIBATH HE TOJNBKO OOIIyIO
3aJIepXKKy (3aJ€piKKa CETH CBSI3M W BBIUMCIMTENbHAS 3aJep)KKa) M 3HeprornorpedieHue,
HO M OKMJJaéMO€ BpeMsi TNpUOBITHS MOOWJIBHOTO  BBIYMCIMTENBHOTO y31a Ha 0ase
TPaHCIOPTHOTO  CPEICTBA — HHTETPANbHOTO IIOKA3aTels KadecTBa  OOCITYXHBaHUS
B IMHAMUYECKH MEHSIOIIeHcs cpene. B Hacrosmeli paboTte mpeiaraertcs MateMaTHdyecKas
MOJIEJIb  MHOTOINApaMETPUYECKOH ONTHMHU3ALMK apaMeTpoB (YHKIMOHHpOBaHUS V2X-
CHCTEGMBI, YUYHTHIBAIOIAas TPH B3aHMOCBS3AHHBIX IIOKas3aTelsl: OOLIyI0  3aIepiKKy,
9HEPronoTpedIeHNe MW OXUZaeMoe BpeMsl NpHOBITHA. Monens (opManusyeT CTPYKTYpY
TPaHCIOPTHOH CHUCTEeMBI B BHJEC OPHUECHTHUPOBAHHOrO rpada, C 3aJaHHBIMH MapIIPyTaMH
IBIDKCGHUS, pPa3MEIICHHEM CTAlMOHAPHBIX M MOOWIIBHBIX BBIYHCIUTCIBHBIX  Y3JIOB
TPaHCIOPTHOH HHPPACTPYKTYPHI, a TAKKe MapaMeTpaMy 0OMeHa BUACONAaHHBIMU MEXKIY HUMH
U TepMHUHAIbHBIMH YCTpOHCTBaMH. Mopenb NpPEACTaBICHA B BHAE 3aJadd ONTUMU3ALHU
1 TI03BOJIICT HACTPAHBaTh CUCTEMY B COOTBETCTBHHU C BHEIIHHMH YCIIOBHSAMHU U MIPUKIIATHBIMU
HelssMH. B KadecTBe  HMCCIENOBATENbCKOIO  HHCTPYMEHTA  HICIONB30BAaHBI  METOJXBI
HMHUTAIMOHHOTO MOJCIUPOBAHUS C PEATMCTHYHBIMU CLICHAPHSMH JBHKCHUSI TPAHCHOPTHBIX
CpPEICTB M IEPEMEHHOM Harpy3kod ceTu CBs3H. Pe3ynbTaTbl NPOBEAEHHBIX YHCIEHHBIX
9KCIIEPHMEHTOB IT03BOJIIIOT II0KA3aTh, YTO MCIHOJIL30BAHHE MPEIJIOKEHHOW MOJIEIY MO3BOJIUT
ocTHyb Ooliee cOATAHCHPOBAHHBIX PEKHMOB PabOTHI CHCTEMBI, CHIDKAs OOIIMe 3aJepiKKH
U JHeprosaTparbl 0e3 yXy[UIeHHs IapaMeTpoB BpeMeHH mpuObTHA. Ilo cpaBHeHHIO
C TPQIVLMOHHBIMU  IIOAXOJaMH,  OCHOBAaHHBIMM  Ha  ONHOKPHTEPHAIBHON WM
JIBYXKPUTEPHAIBHONH ONTHMH3AIMH, NPEVIOKSHHBI MeToJ oOecnednBaeT  OOJNBLIYIO
aIanTUBHOCTh M YCTOMYMBOCTh ~ V2X-CUCTEM K  H3MCHSIONMMCS  YCIIOBUSIM
¢ynxunonnpoBanys. ChopMynupoBaHHEIE BBIBOJBI MOTYT OBITH ITOJE3HBI HCCIIENOBATEISIM
IIPH TIPOEKTHPOBAHUHM U BHEAPEHUH SHEProd(p(EeKTHBHBIX M HAASKHBIX PacIpeNeIéHHBIX
APXUTEKTYp B COBPEMEHHBIX TPAHCIIOPTHBIX CUCTEMAX.

KuiroueBslie cioBa: Vehicle-to-Everything, V2X, MHOronapamerpudeckas OnTHMUA3ALNS,
MaTeMaTHYEeCKOE MOJEIMPOBAaHUE, HHTEIUIEKTYalbHbIE TPAHCIIOPTHBIE CHUCTEMBI, I'PaHUYHbIE
BBIYUCIICHUS], TYMAHHbIE BEIYUCIICHHU.

1. Beenenue. CrpeMuTeNIbHOE Pa3BUTHE OECIIPOBOHBIX CEHCOPHBIX
cereil u texHonoruii Murepuera Bemed (Internet of Things, IoT) crano
KaTaJM3aTOPOM TMOSIBJICHNUS! MHOJXKECTBA IPOMBIIUICHHBIX IIPHIOKEHHH,
TpeOyronmx 00pabOTKH M XpaHCHHs OOJBIIOT0 0ObeMa JaHHBIX. Bece oHU
NPENBSBISIOT JKECTKHE TpeOOBaHMS K BBIYUCIHTEIBHOH MOIHOCTH
YCTPOUCTB M WX dHeprodddexTuBHOCTA. OMHAKO OOBIYHBIE CTAI[MOHAPHBIC
YCTpOHCTBA KOHEYHBIX IIOJIB30BATENICH 4acTo He 00JagaloT HOCTATOYHBIM
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ROBOTICS, AUTOMATION AND CONTROL SYSTEMS

MOTEHIMAJIOM,  HEOOXOAMMBIM I YIOBIETBOPEHUS  TpeOOBaHMH
K KagecTBy  obcmyxmBaHus  (Quality of  Service, QoS) Taxmx
npwioxennii [1, 2]. B omimdme oT mpeplAymIuX HWCCIIEeOBaHUH aBTOPOB,
MOCBANIEHHBIX aHANIM3Y TeleMeTpudeckoro Tpaduka [3, 4], B HacTosmeH
paboTe mpeanaraeTcs MaTreMaTHYECKas MOJEIb MHOTOIAPAMETPHIECKON
0aTaHCHPOBKM IapaMETPOB CHCTEMBI JJISI aHaIu3a 0ojee Pecypco&éMKOro
creHapusi — Tepelayd  BUAEONoToKa. Takoil BBIOOp  MO3BOJISET
MPOTECTUPOBATH MOJIENIb B YCJIOBUSIX IOBBIILICHHOW HAarpy3KH CETH CBSI3U
W YyBCTBHUTEJILHOCTH K IIOTEPsIM, a TakXkKe COINOCTaBUTh €€ paboTy
B TEJIEMETPUYECKUX W  MYJIbTUMEIMHHBIX CleHapusx. B  kauecTse
OayaHCHPYEeMBIX MapaMeTpOB HCHOJB3YIOTCS 00IIas 3aaepikka (3amepikka
CeTH CBSI3M M BBIYHCIUTENIbHAs  3aJiepKKa); OdHepromnorpedieHue
BBIUHMCIIUTENbHBIX Y3JIOB; OKHIAEMOE BpEeMs IpPHUOBITUS MOOHMIBHOTO
BBIYHCIIUTEIHHOTO y371a Ha 0a3e TPaHCIIOPTHOTO CPECTBA.

B coBpeMeHHBIX cUCTEMax CBSA3M IJIsl TPAHCIOPTHBIX CUCTEM [5, 6]
oOiauyHble BBIYMCICHUS W BBICOKOCKOPOCTHBIE IITHPOKOIIOJIOCHBIE CETH
CBSI3U IIO3BOJIIIOT TEPENIOKUTH OOJBLIIMHCTBO BBIYMCIMTENBHBIX 3aJad Ha
yZaJleHHbIE 00JIauHBIe cepBephl. XOTS TAKOW MOAXO CTAHOBHUTCS Bce Ooiiee
pacIpoCTPaHEHHBIM C Ka)K/IbIM HOBBIM TOKOJICHHEM KOMMYHHUKAIMOHHBIX
TEXHOJIOTHH, OTIpaBKa TaHHBIX B YAAJCHHOE OOJAaKO BCE €IIe MOXKET
NPUBOJMTh K 3HAYMTENILHBIM CETEBBIM 3ajepkkaM. [Ipu Takom moxaxone
pecypcoeMkue 3amaun MepeaaoTcs Ha yIaJleHHbIE
BBICOKOTIPOU3BOANTENIbHBIC 00aunbie cepBepbl Vehicle Cloud Computing
(VCC), ucronp3yiomue IEHTPATN30BAHHYIO OOJIAUYHYI0 HHPPACTPYKTYPY
it obecrieueHus TpancnoptHeiX cpenactB (TC) wmacmrabupyembiMu
BO3MOXKHOCTSMH 00paOOTKH, XpaHEHHs M OOCIYXKMBaHWS, a TaKXkKe Ui
CHIDKeHUs 3HepronoTpebnenus. Hecmorps Ha cBom mpenmymectsa, VCC
YacTO MOJIBEPraeTCsi CEPhe3HON KPUTHKE M3-32 BBICOKOH CETEBOM 3aJIepiKKH,
YTO  SBIAETCS  CEphe3HBIM  OrpaHudyeHueM 3¢ddexTuBHOCTH Ui
NPWIOKECHNH, KPUTHYHBIX K 3aZepKKaM, a Takke 3a4acTyl0 HMEIOT
BBICOKHE 9HEPro3aTpaThl.

JIst cMATYeHUsT 9TUX OTPaHWYCHUH ISl TIPHIIOKEHUH, TPeOyIOMmX
ONIEPaTHBHOTO PEarnpoBaHUs B pPEalibHOM BpPEMEHH, Obutia pazpaboTaHa
mapagurma rpaHndHbIX BerauciaeHunit (Edge Computing, EC), xotopas
OKa3ajgach  MEPCHEKTUBHBIM  pEIIEHWeM, B  TOM  4YWCIEe Ui
MHTEJUIEKTyalbHBIX TpaHcropTHeIX cuctem (UTC) [7]. Warerpupys
IPaHUYHBIC BBIYUCICHUS B TPAHCIOPTHBIE CHCTEMBI, MOCTABIIUKH YCIyT
MOTYT pacCUMTHIBATh Ha B3aMMOJICHCTBHE C YJIBTPAMalOi 3aJepiKKOH,
pasMeliasi BBIYUCIHUTENBHBIE PECYpChl OJIMKE K YCTPOMCTBAM KOHEYHBIX
MOJIb30BaTeIei Ha TPaHHLIE CETH CBSI3H.
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3a mocnenHee BpeMs OBLT MPEIIOKEH Ps MOAXOA0B K Pasrpy3ke
Berumcnenuit st TC. HekoTopble W3 HUX TPEAINOJIaraloT HCIIOh30BAHME
OJIHOTO CepBepa, a APYrue — HeCKOJIBKUX cepBepoB. OQHAKO OOJIBIIMHCTBO
CYIIECTBYIOIINX PEIICHUH 0 pas3rpys3ke 3aaad mo3BoisioT TC mepenaBats
CBOWM 3aJjaydl HAa OAWH M TOT JK€ CBS3aHHBIM TPaHWYHBIH cepBep, dYTO
YBEIMYMBAET CETEBYIO  3aIepKKy H  OTPAaHMYMBACT  MOBHIIICHHE
NIPOM3BOAUTENBHOCTH. KpoMme TOro, HEKOTOpBIE M3 paccMaTpHBaeMbIX
YCTPOHCTB MOTYT OBITh HE B COCTOSHHH BBITIONHATH BBIYUCICHHUS
B OTBEJICHHOE BpeMsi, TpeOys NPU TOM BBICOKHI YpPOBEHb DHEPro3aTpar.
I[J'DI MpeoaO0JICHNUA ONHNCAHHBIX Ol"paHI/I‘{GHI/Iﬁ HCIOJIB3YIOTCA METO/bI
KomIMpoBaHUsA W OHNTHUMH3AIIUNU TAKETOB, ‘1TO6]:I YMEHLUIUTDH 06’])eM
nepeaaBacMbIX JaHHBIX B CUCTEME.

HecmoTps Ha Bce mpenMyImecTBa MapagurMbl TPAHUIHBIX
BEIUMCIICHUH, BO3HHKAeT MpodiemMa ee  CTPOrod  JIOKAIBHOCTH
1 OTPAaHWMYCHHOCTH PECYPCOB KOHKPETHBIX BBIUYHCIUTEIBHBIX YCTPOMCTB.
B oTOli CcBsA3M, B KadecTBE aIbTCPHATHBE, MCHEE UYBCTBUTECIHHOMN
K 3aJepKKaM, ObUIa TIPeAJIOKCHA IapaJurMa TYMaHHBIX BBIYHCICHHN
(Fog Computing, FOG) [8]. FOG — 3To apXuTeKTypHas MOIeNb, NpH
KOTOpO#l 00paboTKa JaHHBIX, XpPaHEHHE M CETeBble (HYHKIUU YaCTHYHO
MIEPEHOCATCSL C IEHTPAILHOTO OONaka Ha Ooyiee ONM3KUKA K UCTOYHHUKY
JIaHHBIX YpPOBEHb — «TyMaH», TO €CTb Ha INPOMEKYTOUYHBIE YCTPOMICTBa
1 y3JIbl, PacroJIOKEHHBIE MEXAY OO0JaKOM M KOHEYHBIMH YCTPOUCTBAMH
(maTumkamu, cMapThOHAMHU, AaBTOMOOMISAMU H TIp.).

[MapagurMbl TPaHUYHBIX W TYMaHHBIX BBIYUCICHHHA HMEIOT P
MpeuMyliecTs Haja o00JauyHbIMU BhrYHCIeHusMH [9, 10], mostomy wux
KOMILUIEKCHOE BHEAPEHHE ITO3BOJUT YBEJIWYHUTH CKOpocTh padoter UTC,
CHU3UTh  ypPOBEHb  JHEPrONOTPEOJCHHS W  IOBBICUTH  yYPOBEHB
YIPaBISIEeMOCTH JMHAMHUYECKOH CHCTEMBI, B LeJIoM. B To ke Bpems,
yIIydlIeHHe OIHOTO W3 IIOKa3aTeliell MOXKET INPHBECTH K YXYIICHHIO
IpyTux,  49To  TpeOyeT  MOWCKa  KOMIPOMHCCHBIX  pCIICHUN,
COOTBETCTBYIOIIMX IEJNSIM KOHKpeTHOW V2X-cucteMbl. B Hactosmem
HCCIICIOBAaHUN TIPEIaraeTcs MOAXOA K PEIICHUIO 3aJadd ONTHMH3AIlHH,
VYUTHIBAIOIINH  JTOTIONIHUTENBHBIN  mapaMeTp — OXHIAaeMoe BpeMs
npuOBITHST MoOMnbHOTO BEMUcCHUTeNnsHOro y3nma (Estimated Time of
Arrival, ETA), uro obecrieunBaeT 60siee THOKUN W aaliTHBHBIN MEXaHHU3M.
Pemenue 3amaun noucka ypaBHeHUs OanaHca HArpy3ku Ha 00BEeKThl V2X-
CHUCTEMBl MOXXET OBITh HAHJIEHO TOCPEACTBOM BHEIpEHHs psijia
MH(PACTPYKTYpHBIX pELICHUH, JeTanbHBIH 0030p KOTOPBIX IPHUBEACH
B[11]. BnusHue TPUBEACHHBIX MOIXOAOB Ha  3(PPEKTUBHOCTH
¢dyHKiMoHnpoBaHus V2X-cucreM MoApoOHO paccMaTpuBaeTcsi B psfe
pabot [12 — 15].
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B nmanHHO# craThe mpeanaraeTcss pelIeHWE 3aJa4yd  ONTHUMH3ALUU
OaraHca IPOM3BOJUTEIFHOCTH, YHEProd(P(PEKTUBHOCTH U pecypco3arpar sl
WUTC npu ucnionp3oBanni V2X-TEXHOJIOTHH € dJIEMEHTaMU TeprUpEpUiHBIX
BeraMCIeHUH. [locTpoeHa Maremarmdeckass MOJENb Ui MMHTAIMOHHOTO
MOJICTIPOBAHMS M MPHUBEACHO €€ YHCIICHHOE perIeHue sl V2X-CHCTeMBI B
KOHQHUTYpaud ¢  TPAJULHOHHBIM  Pa3MEMICHHEM  NPHAOPOXKHBIX
BeIUHCIUTENBHBIX y370B (RSU), ucnonb3yromeil IByXKaHaNbHYIO CXeMYy
coeMHEeHUs Mex 1y OopToBeIMH ycTpoiictBamu (OBU) u RSU.

[pu MOJIETHPOBAaHUH MpUMEHSIeTCS TpeXypOBHEBas
BBIUMCIIUTENbHAS ~ ApXUTEKTypa B3aUMOAEUCTBUS  JIeMEHTOB  V2X-
cucteMsl [16].  JlaHHass  apXuUTeKTypa  pacUIMpsieT  CYIIECTBYIOILIHE
cranmonapueie  y31abe1  (RSU), 100aBnsisi MCMOJIb30BAaHHE ITOJBUIKHBIX
aneMeHToB (MRSU) — MOOMIBHBIX BBIYHCIHTEIBHBIX Y3JIOB, KOTOpHIC
MOTYT OBITh pa3MeIleHbl Ha crenuann3upoBaHHbiX TC, KOTOpBIE, B CBOIO
ouepenp 00pa3ylOT AWHAMUYECKYIO CHCTEMY TYMaHHBIX BBIYHCICHHUN
(mmHaMugeckwii TyMaH, Dynamic FOG). Brytpu Tymana — 06wsexts1 (OBU)
SIBIISIIOTCSL TpaHuuamu JIpyr s apyra u ansg mRSU. OHu ucnonb3yroT
TpaHWYHBIE BBIYMCIEHWA JUI1 BBIMOJMHEHWs 3amad. o  BHEMIHHX
yaactHukOB (OBU), He nMeromux BO3MOXKHOCTH 00BenuHUTHCA ¢ mMRSU,
HO HMEIOIINX BO3MOXKHOCTH OOpaTHTBCA K OJHOMY W3 YYaCTHHKOB
JMHAMUYecKoro Tymana, oopasyercs FOG.

Ha pucynke | mpexacraBmeH mpumep paccMmarpuBaemMonr V2X-
CHCTEMBI, Iie cHHEel 00nacThio 0003HaueH AUHAMUUYecKuil TymaH. CHHIMH
IIYHKTHPHBIMH CTpPEJKaMH TOKa3aHbl COCAWHEHUS MEXIY YYacTHHUKaMH
9TOr0 JIWHAMUYECKOro TyMmaHa. OpaHXKeBOH MyHKTHPHOH CTpenkoi
0003HAUEHO  MPSIMOE/ONOCPEOBAaHHOE COCIMHEHHE C  YYaCTHUKAMHU
JUHaMuU4eckoro TyMmaHa. Tak, Hampumep, OBU3, umed nums onHO
coequHenne ¢ OBU2, mMeer BO3MOXHOCTh OOpPaTHTbCA K y4acTHHKaM
JUHAMUYECKOT0 TyMaHa.

B pamkax wncciemoBaHHs NPOBOAWTCS KOJMYECTBCHHAs OLCHKA
3¢ (hEeKTUBHOCTH pabOThl MOJACHH. B YaCTHOCTH, aHAIWU3UPYETCS TMPOLEHT
HEOoOpaOOTaHHBIX 3alpoCOB, TEHEPUPYEMBIX OOPTOBBIMH YCTPOWCTBAMH
B npouecce aBrkeHus TC, a Takke BIYMCISIETCS 00MIas 3aJeprKKa Mepeaadn
n obpabotku 3ampocoB B cucteme OBU-RSU. IlpuBomutcs oOIeHKa
9HEPreTHYECKHX 3aTPaT B CUCTEME C yIETOM Harpy3KH CHCTEMbI pealbHBIMU
JaHHbIMU. CpaBHEHHE MOJYYEHHBIX Pe3yIbTaTOB OCYILECTBISETCS Kak At
cilydasi MCHOJIb30BaHuUs TOJbKO cranuoHapHbix RSU, Tak m ¢ nobaBieHneM
moOmmeHbx  RSU  (mRSU), paccmaTpuBaeMbIX  Kak — 3JIEMEHTHI
JUHAMHYECKOT0 TyMaHa. [[Jif 3TOro MOMAENUPYIOTCS Kak LeNeBble, TaK U
ciyuaifHele TpaekTopuu ABMxkeHUss MRSU ¢ 1enbio OIEHKH MX BIUSHUS Ha
0OIIYI0 0TKA30yCTOHYMBOCTD M TIPOM3BOIUTEIILHOCT CUCTEMBI.
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clou

Qynamic fog

B pspe crareit [17—21] yxe mnpeanpuHUManack AOCTaTOYHO
yCIIEIIHbIE IOIBITKM HAWTH OalaHC MEXIy 3a/JepXKKOH TpH Iepejpaue
JIAaHHBIX M JHEpro3aTpaTaMHM CHCTEMBI, HO B KaXXIOM OTJEJILHOM CIydae
HaKJIQ/IBIBAIMCH Psiji OrpaHM4YeHuil. B nanHoil pabGore akueHT cienaH Ha
MIONCKE ypaBHEHMs OanaHca IO TpeM IapaMmeTpam: oOImas 3afepkKa Mpu
nepenade U oOpabOTKE 3aJadd, IHEPTETHUECKHE 3aTpaThl M OXHIAEMOE
Bpemst ipuObITHS ETA.

Hayynasd HOBU3HA TNpeANaraeMoro HCCIENOBaHHS 3aKII0YaeTCs
B IIOCTAHOBKE M YHCJICHHOM PEIICHUH 3a/1a4l ONTHMU3AUu 0aJaHCHUPOBKU
Harpy3kd V2X-cHUCTeMBl C Y4Y€TOM HCIOJb30BaHUs nepudepruitHbIX
BBIYMCIIEHUH Ha 0a3e MOOWIBHBIX BBIYUCIUTENBHBIX y370B mMRSU,
MO3BOJISIOIIUX YMEHBIINTh o01yro 3aJIePKKY u CHU3UTH
9HEPronoTpeOJIeHNe BBIYUCIUTENBHBIX Y3JI0B. B wyacTHocTH, y4er
IapaMeTpoB TUHAMUYECKOTO TyMaHa IMpPH PELICHUH 3afad OaJaHCUPOBKU
Harpy3ku V2X-cHCTEeMBI paHee He paccMaTpHBAJIC.

OcraipHass 4YacThb CTaTbl IIOCTPOCHA CIEIYIOMIMM  00pa3oM:
B pasgene 2 mpencraBimeH  0030p  CyMIECTBYIOIICH — JMTEpaTyphbl
B COOTBETCTBYIOIIEH MpeaMeTHOH obnactu. B pasmene 3 chopmymnupoBaHo
ONHCaHHE MOJEIU CUCTEMBI U NMPUMEHSEMOr0 MaTEMaTH4YECKOro anmnapara.
IIpencraBneHbl  OCHOBHBIE — NApaMeTpbl  ONTUMH3HPYEMOH  CHCTEMBI
U TIOJIy4eHO YypaBHEHHE OajaHca MeXIy BBIOpaHHBIMH IapaMeTpaMH.

Puc. 1. Ilpumep opranuzannu V2X cuctemMbl
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B pasgene 4 mpencraBieHBl W ONMCAHBI  PE3yAbTAThl YUCICHHOTO
MOJEIMPOBAHMS, HANpaBlICHHBIE HA MOITBEP)KACHHE TEOPETHUIECKUX
BBIBOJIOB M MX aHAJIN3 B PAa3JIMYHBIX KOHQUTypanusix cucteMsl. HakoHer,
B pazzieie 5 NPUBOAATCS 3aKIIOUUTENbHBIE 3aMEUaHNs 1 00CYKICHHUE.

2. 0030p cBA3aHHBIX HccCAeI0BaHUIT U pa3padoTok. B sToM
pas3zmene TPEACTaBICH KPAaTKU 0030p H3BECTHBIX pabOT MO CXOXKEH
C HACTOSAILIUM  HCCIEOBaHMEM  TeMaTHKe. BbIJeneHsl  OCHOBHBIE
NpeuMyIecTBa W HEJOCTaTKM MOAXOIOB, pa3padOTaHHBIX JPYTHMHU

aBTOPaMH.
B paGore [17] mnpemioxeH HOBBIH alropuT™M 0OajJaHCHPOBKU
HATPY3KH, obecneunBatomuii 3¢ heKTuBHOE nepepacipe/iesicHue

TpaHCHOPTHBIX cpeacTB Mexay RSU ¢ yueToM Takux mHapaMeTpoB, Kak
CTENEHb MX 3arpy3KH, BBIUUCIUTEIBHBIE PECYPCHI M CKOPOCTh Iepeaadu
JIaHHBIX.

PeannzoBana yCOBEpIIEHCTBOBAaHHAs CTpaTerus KAIIIUPOBAHMA,
MO3BOJSAIOINAS  TPAaHUYHBIM cepBepam COXpaHATb  PE3yNbTaThI
BBIIIOJHEHHBIX ~ 3a7a4, YTO  CIOCOOCTBYET  CHIDKCHHMIO  3alepiKeK
u SHepronoTpebyeHns. 3aqada ONTUMHU3anMK (GopMyIupyercsl Kak 3a1ada
MUHHMM3ALUHU YHEPTo3aTpaT IpH COONTIOICHUH OTPaHUYCHHH 110 3aJEpIKKe.
BBuay BbICOKOM BBIUMCIUTEIBHOMN CIOXHOCTH AAHHOM 3a7]auMl B yCJIOBUAX
KpYITHOMACIITaOHBIX TPAHCIOPTHBIX ceTe pa3paboTaHa >KBUBAJICHTHAS
MoJienb OOydYeHHs C MOAKpEIUICHHEM, i1 KOTOPOH NPUMEHEH alropuTM
riry0okoro oOy4eHHMs ¢ IeNbI0 MOJTYYCHHS ONTHUMAJbHBIX PEIICHHH.
OtnenbHOE BHUMAaHHE B HCCIENOBAaHUM YAEISETCS KIACTEPHOMY MOAXOLY,
MO3BOJIAIOILEMY OpraHHU30BaTh s pexTuBHOE B3aUMoOJIeficTBHE
komnoHeHToB MTC. Ilpm 3TOM pacCMOTpEHHBI NOAXOA HHUKAaK He
YUUTBIBAET 3arpy’kK€HHOCTh TPAHCHOPTHOM CHUCTEMBI M HalIW4He B HEH
3aTOpPOB B pealbHOM BPEMEHH, TO €CTh OaJlaHCHPOBKA OCYIIECTBISETCS C
CYIIECTBEHHOM 3a7Iep’KKOH Ha OCHOBE COOPaHHBIX JaHHBIX.

Henpto wuccnemoBanuss B pabore [18] sBmseTcs dopManm3aus
3a[a4M PACIpEleNIeHUs] HArpy3KH B BHAE JBYXKPUTEPHAIbHON 3ajadu
ONTHMM3AIIMK H BBHIOOP 0a30BOro MeToma pemeHdus. B pamkax
MPEUIOKEHHOTO TOAX0JAa PACCMATPUBAIOTCA JABAa KIIOYEBBIX KPHUTEpUS
OLEHKH BBIYHCIMTEIBHBIX YCTPOHCTB JOPOXKHOW HH(PACTPYKTYpHI:
YpOBeHb 3apAna OaTaped M OCTATOYHBIN BBIYMCINTEIBHBIH pecypc.
[Mocnennuit Moxer OBITH KOJMYECTBEHHO oOmpenenéH nmubo uepes
BEPOSITHOCT 0€30TKa3HOM paboThl yCTpOWCTBA, JMOO Kak BeJIUYWHA,
oOpaTHasi HHTEHCUBHOCTH OTKa30B, P YCJIOBUH, YTO O0TKa30yCTOHYMBOCTh
MOJENUpyeTcd €  HUCIOJIBb30BaHHMEM  OJKCIOHEHIMAJIbHOTO  3aKOHA
pactpeneneHus. Ha OCHOBaHMM 3THX MPEANOCHUIOK C(HOPMYIHpPOBaHA
MOJieNb JABYXKPUTEPHAIBbHON ONTHMM3ALMHM, YUUTHIBAIONIAS W3MEHEHUS
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TOTIOJIOTUM  TEJIEKOMMYHHKAIMOHHON CETH B TPOILECCE BBITOTHECHHA
MOJTb30BATENbCKUX 3aJad. B COOTBETCTBHH C TPEICTaBICHHOW MOJEINBIO
pa3paboTaH METOX pecypcocOepesKeHns] B KPacBOM M TyMaHHOM CIIOSIX
BBIYHMCIINTEIPHON CETH, KOTOPBIM YYHTHIBAET JUHAMHYECKYIO MPHPOIY
CETEBOH ApXHUTEKTYpHI, @ TAK)KE OTHOCHTENLHYIO Ba)KHOCTh KPUTEPHEB,
OTIPENEISIONINX M3HOC U PACXOM PECYpPCOB YCTpoicTB. IIpu 3TOM HecMOTps
Ha TO, 4YTO B paboTe 3aTparuBarOTCs BOIPOCHI TOIOJIOTHMH CETH
1 9Heprod(p(GEeKTUBHOCTH CHCTeMbl, (aKTOp 3aJEpKKU TIpPH Meperayde
JITaHHBIX HE YUUTHIBACTCA.

B pabore [19] mpencraBieHa 3HEProd(pQPeKTHBHAS aAPXUTCKTYpa
«Vehicular Edge-Cloud Computing», B KOTOpOW NPHUMEHSIETCSI MEXaHU3M
K3IIMPOBAHUs BBIIOJHEHHBIX 3aJ[ad Ha YpPOBHE IPAHUYHBIX CEpBEPOB. DTO
MO3BOJISIET CYIIECTBEHHO CHM3UTH 33JEPXKKH IPU IIOBTOPHOH 00paboTke
3a7a4 ¥ MHHHMH3UPOBATH OOIEE SHEPTONOTpeOsICHHE MpU COOIOACHUN
3aJaHHBIX OTPAHHMYCHWH Ha BpeMs OTKINKA. MOJENnb ONTUMH3AINH,
NPEATIOKEHHAs: aBTOPAMH, JEMOHCTPUPYET BBICOKYIO 3((EKTHBHOCTH IIO
CPaBHECHHUIO C 0a30BBIMH IIOAXOJAMH, OJHAKO HE PACCMATPUBAET ACIEKT
CHPaBEUIMBOCTH paclpeieiIeHlsl Harpy3KH MeEXIYy BBIUHCIUTEIbHBIMA
y3J7aMH{ ¥ HE aIalTHPYETCs K U3MEHSIOLINMCS XapaKTepHCTUKAaM YCTPOUCTB
B PEaJbLHOM BPEMEHH.

B pabGore [20] TmpeanoxeH ~ aJbTEpPHATHBHBIM  IOJIXOJ,
OpUEHTHPOBAHHBII Ha CIPaBeUIMBOEC pAaclpeleNeHUe BBIUNCIUTEIEHON
HArpy3Kd MEXAy y3JaMH TyMaHHOW cpenbl. ABTOpPbI (OpMaNU30BaIN
METPUKHM 33JE€PXKKH W DHEPronoTpeONeHws, a TakkKe ONpeAeIIN
KOJIMYECTBEHHYIO MEpY CHPaBeUIMBOCTH IUIAHUPOBAaHUS 3aaad. B pamkax
npeaokeHHoH nByxatanmHoil cxembl «Fair Task Offloading», chauana
BBIOMPAIOTCSI TyMaHHBIE Y37l Ha OCHOBE METPUKH CIIPaBEJIMBOCTH,
a3aTeM 3aJayd paclpesesIloTCs MEX1y BBIOPAaHHBIMH Y3J1aMH C Y4EeTOM
MUHOMM3aIUK  3a7epkek. [laHHBIM mojgxon — obecnedywBaeT — Oosee
cOanaHCHPOBAHHOE paclpeelICHUE Harpy3Kd, HO IPH 3TOM HE YYHUTHIBAET
JIETPAfalli0  BBIUYUCIUTENBHBIX PECYPCOB  YCTPOWCTB, OCTAaTOYHYIO
9HEPTHIO, HAJEKHOCTh 000PYJOBaHMS, a TAKKE JUHAMUKY CETH.

B wnccnemoBanmu [21] paccmaTtpuBaeTcsi mpobiiemMa cripaBeJInBOR
pasrpy3ku B cetsax loT ¢ mommep)kkoi TymaHa, 0COOEHHO 1T TYMaHHBIX
y310B (Fog Nodes, FN), paboTaromux ot 6arapeii. ABTOpPHI IpeIaraoT
anroputMm  FEMTO, KoTOpblif OCHOBaH Ha METPHUKE CIIPAaBEJINBOCTU
U y4UThIBa€T  TpU  KJIIOUEBBIX  IlapameTpa:  pasrpy3Ky  3ajad,
SHEPronoTpediIeHNe W MPUOPHUTET Y3JOB. AHAJIMTHUYECKH BBIBE/ICHBI
ONTUMAaJIbHBIE 3HaueHus IeneBblx FN, MOIIHOCTH mepeaadd M pasmepa
noazanad. [IpoBeneHo oOmIMpHOE MOJIETMPOBAHKE JUISl TETEPOreHHOM CeTh
IoT ¢ nopmepxkoil TymaHa. UMCICHHBIE PE3yJbTaThl I1OKA3bIBAIOT, UYTO
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npeanoxeHusrii  anroput™  FEMTO  sddextuBno  ompenenser FN-
1eJ1Ieco00pa3sHOCTh U MUHUMAJIBHOE TOTpeOJICHHe YHEPTUU JJISI CEPBUCOB
pa3Tpy3KH 3amad.

Takum 00pa3oM, CYIIECTBYIOIINE METOABI 00 OPHEHTHPOBAHEI Ha
MUHUMH3aOWI0 dHepromorpebnenuss [19—21], nubo Ha HOCTHKEHHE
CIpaBeINTUBOTO pacrpeneneHus Harpy3ku [17, 18], ogHako KOMIUTEKCHas
MO/IeTIb, YYUTHIBAIONIAsl OCTATOYHBIE PECYPCHI, HAAEKHOCTh 000pYyJOBaHUS
U TUHAMUYECKYIO TOIOJIOTHIO CeTH, U3yueHa 3HauMuTeNbHO MeHbIe. Kpome
TOTO, OOJIBIIMHCTBO CYLIECTBYIOIUX  MOJeNeil  onTuMu3auuu
MPEAroIaraloT CTaTUYHYIO TOTOJIOTHIO BBIYMCIUTEIBHON CeTH U He
YUUTHIBAIOT M3MEHEHHE IIOJIOKEHHS M CHOCOOHOCTh K BBIINOJIHEHUIO
pacueToB BEIYUCIUTEIBHBIX y3/I0B.

B ycnoBHSAX MOCTOSIHHO M3MEHSIOMIEHCS ceTeBOU MH(PPACTPYKTYpHL,
xapakTepHOd g V2X-cpenmpl, TpeOyeTcs (opManmsamusi IIPOLECCOB
B3aMMOJICHCTBHSA MEXIy KOMIIOHEHTAMH CHUCTEMBI C Y4ETOM BPEMEHHBIX,
SHEPreTUYECKUX W TIPOCTPAHCTBCHHBIX OTPaHWYCHUH. ODTO 0COOEHHO
aKTyaJabHO JUIS THOPHUIHBIX apXHUTEKTYp, BKIIOYAONINX KaK CTallHOHAPHBIC
(RSU), tak u mobmmsHble (MRSU) BBRIYHCIATENBEHBIC Y3IIBI, 00Jamaromme
pPa3IMYHBIM YPOBHEM BBIYHMCIIMTENBHBIX PECYpCOB M Pa3HOM CTETEHBIO
JIOCTYTIHOCTH.

JI71s1 KOMIUIEKCHOTO aHan3a MOBEACHUS TAKUX CHCTEM U BBIPAOOTKHU
000CHOBaHHBIX CTpaTeruil ynpasiieHus Obliia pa3paboTaHa MaTeMaTHyecKas
MOJIeNb, BKIIIOYAoNas B ce0sl B3aMMOCBSI3aHHBIC MOJCHCTEMBI, KaXaas U3
KOTOPBIX OTpaKaeT OMNpPEAENEHHBIH acneKT (YHKIHOHHpOBaHUS V2X-
HHPPACTPYKTYPHI.

3. Maremarnueckas MoOjeJb V2X-cHCTEeMBI. Onucanue
MaTeMaTUYECKOM MOAeNM MPEeACTaBI€HO B  BHJIE  COBOKYNHOCTH
B3aMMOCBSI3aHHBIX ~KOMIIOHEHT, Ka)KAas M3 KOTOPbIX OTBEYaeT 3a
onpeAenEHHbIN acIeKT (yHKIIHOHHPOBaHUS pacnpenenéHHon
BBIUHCIIUTENIFHON CETH TPAHCIIOPTHOH HHPPACTPYKTYPHI.

OCHOBY  KOMIUIEKCHOH  MOJEIHM  COCTAaBIISIOT  CIEAYIOIINE
KOMIIOHEHTHI:

1. Cucremnas MO/IEITB, OTIMCHIBAIOMIAS CTPYKTYPY
BEIYMCIIUTENIFHON ~ CeTH, XapaKTePUCTHUKH  BBIYUCIUTEINBHBIX  Y3JIOB,
pacripenieieHie Harpy3kKH W = JAWHAMHKY IIE€PEMEIICHHsS MOOWMIBHBIX
KOMIIOHEHTOB.

2.  KoMMyHHKanMOHHas MOAENb, (OPMAIU3YIOIMIAsi IPOLECCHI
neperayd M NONydYeHHsT HMHQPOPMAIMM, 3aJep)KKH, IOTEpU IAKETOB
U 3arpy3Ky KaHaJIOB CBA3H.
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3. BpluucnaurenbHas MoOIETh — MOJECNb O0pa0OTKH JaHHBIX,
BKITIOUAIONIasi IapamMeTpbl JHEPronoTPeOICHUs, TAKTOBOH  YacTOTHI,
00BEMOB BBIUMCIICHUN U BPEMEHH OTKIJTHKA.

4. Mopnens ETA — omeHOYHast MOJEIb, pEeAN3YIOMIAs 0KUAAEMOE
BpeMsI TPUOBITHS MOOMIBHOTO BEIAMcIuTeNnsHOTO y3ma (ETA).

WHTerpamust 3TUX  KOMIIOHEHTOB IIO3BOJSIET  C(OPMHPOBATH
ypaBHeHHe OanaHca, HeoOXoauMOE I KOJMYECTBEHHOTO aHaIn3a
MIPOU3BOIUTEIHHOCTH CUCTEMBI u a/IalITUBHOTO yIIpaBJIeHUs
pacnpenieneHueM 3aJad B YCIOBHUSIX OTPaHHYEHHBIX pecypcoB. OmHako,
clenyeT 3aMeTHTh, YTO MOJENb OPHEHTHPOBAHA HA CLEHApUHM CpeaHei
IUIOTHOCTH TOPOACKOro Tpaduka. DKCTpeMalbHbIE YCIOBUS, TaKUe Kak
KpYITHBIE aBapHH, MACCOBHIC 3BAKyalluU WM PE3KHE W3MEHEHHUs IOTOMHBIX
YCIIOBUH, HE MOJEIMPOBAINCH M MOTYT MOBIUATH HA TOYHOCTH NPOTHO32
ETA. MacmTabupyeMocTs MOJIENH MpOBepsIach Ha OTPpaHUUYCHHOM YHCIIe
RSU u OBU; nmpu yBennyeHHM 4ucCiIa MapaMETPOB Ha MOPAIOK MOTYT
MOTpeOOBATECSI MHBIE AJITOPUTMBI OATAHCHPOBKH W TIEpepaclpeeNieHns
Harpy3ku. B monmenu 3amepkka B ouepean omuchiBaeTcs cucremoir M/M/1
0e3 yCTAHOBJIEHHS IIPHOPUTETOB pPAa3IUYHBIX THUIIOB Tpaduka, dUTO
yIOpoIIaeT OIEHKY, HO HE YYHUTHIBACT BO3MOXKHOE BIUSHHE MEXaHH3MOB
MIPUOPHUTETHOTO OOCITY)KMBAaHUs (HALIPUMEP, JUIsl SKCTPEHHBIX COOOIIEHHH).
B pamkax pacu€ToB paccMaTpHBaeTCsI OTPAHHYEHHOE YHCIIO THUIIOB
CepBUCOB — BHJIECONOTOK U cooduenus ¢opmara CAM, KoTopsie
XapakTepHBl A 3aJad MOHHUTOPHHTa M CHUTYAI[HOHHOTO OIIOBEUICHHUS
B V2X-cucremax. Ilepenaya npyriux THIOB JaHHBIX (HapUMeEp, FOJIOCOBBIX
COOOIIEHUH, TEJIEMETPUH BBICOKOW YacTOTHl WIM MYJIbTUMEANHHBIX
MIOTOKOB C HPHUOPHUTETOM) HE MOJAEIMPOBAJACh, YTO MOXKET BIIUSATH Ha
pacIipeielieHle pecypcoB U IapaMeTphl OoOmel 3alep>KKH B peabHBIX
CMEIIaHHBIX CIEHAPHSX.

3.1. CucremHasi MoJenb H ee JJIeMeHTBbl. J[nd mnomydeHus
ypaBHEeHHsI OayiaHca, HEOOXOIUMOTO ISl aHAIHM3a MapamMeTpoB, TpeOyeTcst
OTIPENEINTh MOJETbh MCCIEAYEMONH CHCTEMBbI, BKIOUas €& KI0YEBbIe
JJIEMEHTHI U XapaKTePUCTHKH.

PaccmarpuBaemass V2X-cucremMa OpHEHTHpPOBaHA Ha CTPYKTYpY
TOPOJCKON JOPOKHOM CETH, KOTOpasi OIMcaHa B BUJIE OPHEHTHPOBAHHOTO
rpapa G=(V,R) , rae V — MHOXECTBO BEpIIHH, COOTBETCTBYIOLLIUX

nepekpéctkaM, a R € V' xV — MHOKeCTBO pEOEp, MPEACTABIISIOMUX COO0MH
MPSIMOJIMHCHHBIC y4YacTKH J0opor. KakIplii ydacTOK JOpPOTH MOXKET
MOJIJIeP)KUBATh OJHOCTOPOHHEE WM JIByCTOPOHHEE MABHMIXKEHHE, OJHAKO
B paMKax MOJICJH MPEII0JIaraeTcsi OJHOIOJIOCHOE NBIDKEHHE C Y4ETOM
HampaBJIeHHOCTH pEdep rpada.
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Kaxnomy pebpy r; =(v;,v;)€R comocrasusercs Bec Wy,

MIPECTABILIOMNN IIMHY Yy4acTKa JOPOTH WM CpeiHee BpeMs Ipoesna
cyuérom  Tpaduka. BO3MOXXHOCTE ~ JIBYCTOPOHHETO  JBHKCHHUSA

MOJICIMPYCTCA HAIMYKEM NApHBIX pEoep (v;,v;)  (V,,V,) ¢ BOMOKHBIMHA
Pa3IHUMSIMH B BECaX.

IMycts 4 ={a, a,, ..., 4y} — MHOKECTBO TPAHCIIOPTHBIX CPEICTB,
Ka)K10€ U3 KOTOPHIX 00OPYIOBAHO GOPTOBBIM BEIYMCIUTENHEHBIM MOIYJIEM
(OBU), 06ecrednBaomuM TeleKOMMYHHKAIMOHHbIE M BbIYMCIIUTENbHBIC

obyukiuun.  Jna  kaxgoro a, € A 3amaéres mapa  (s;,d,) eV xV,

o0o3Hayaromas CTapTOBYI0 M KOHEYHYIO BEpIIMHBI MapmpyTta. Ha
HavaxpHOM 3Tarie OBU omnpenenser WHANBAIYATbHBIA MapIIpyT:

RT} = vy s Vig oo Vi $ S VoV =8y, =4,

a mapupyT R7, mpexacrapiaser co0OH MyTh, MHUHUMH3HMPYIOLIIHI
CyMMapHBblii Bec:

m—1

*)
2 Wiy

I=1

RT, =arg min
P={v|,v) ...,y }EQ(s) ,df )

rae €(s,,d,) MHOXECTBO JOMYCTHMBIX INyTed OT v, =s§, 0 v, =d,
Brpade G .

Takum oOpasom, mnepen Hadamom aBwxeHus TC kaxmgoe OBU
CaMOCTOSATENIHO  (POPMHUPYET MAapIIPYT, OCHOBBIBASCh HA MPUHIIHIIC
KpaTyaiiiero myTH OT HA4YallbHOW TOYKH JIO 3aJIaHHOTO IyHKTa
HaszHaueHUs. [Ipu 3TOM MapmipyT GUKCUPYETCs 3apaHee W HE U3MCHSIETCS
B IpOIlECCe JBIDKCHHS, 4YTO TIO3BOJISICT (hOpPMAlU30BaTh MOBEICHHE
TPAHCIOPTHBIX CPEICTB KAaK JCTEPMHHUPOBAHHOC BO BPEMCHHOM
uHTepBane MmoxaenupoBanus. Jsmwxkenne TC B ropoackoil  cpene
OIMCHIBAETCSI COBOKYMHOCTBIO MapiipyToB Ha rpade G, a OBU — areHtsl,
MPUHUMAFOIIUE JOKATbHEIC PEIICHHUS HAa OCHOBE II00AIbHON MHGpOpMAIUU
0 cTpykType rpada. JlaHHas MOJAETb CIYXKHT OCHOBOH JUIS JadbHEUIIErO
MOCTpOCHHS OAJIAHCOBBIX YPAaBHCHHU W aHANIM3a PACIpeeliCHUs HATPy3KU
U B3auMoOJEHCTBUs Mexnay odnemeHtamu WTC, Briarodas KpaeBbie
Y TYMaHHBIC BEIYUCIUTEIbHBIC Y3IIbI.
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Cropoctu nemxeHust TC mpeacTaBisioT co00i TOTOK HE3aBUCUMBIX,
OIMHAKOBO  PACTpENeNICHHBIX CIyYailHBIX BENWMYWH. OTH CKOPOCTH
pacripeieNieHsl 10 yCeueHHOMY HOpMalIbHOMY 3aKOHY pacipeneneHus [22].

IIycte cxopocts u kaxkmoro OBU Ha ywacTke moporn (BHYTpH
obnacrtu nedictBus oxgnoro RSU) sexwut B Auana3oHe OT HaNepe1 3aJaHHbBIX
MUHUMAJIBHOH 0O MAaKCUMAJIbHON CKOPOCTH, TO €CTh

Upin SUSU

Mogens CHUCTEMBI PacCMATPUBACTCA B YCIOBHSAX JUCKPETHOIO
Bpemenu ¢ =0,1,2,... B Kax/1blii MOMEHT BPEMEHU TPAHCIIOPTHOE CPEICTBO
@, 3aHMMAeT HeKoTopoe pebpo 7; € R wmmm BepumHy v; €V rpada,
MEpeXoAs MEKIY HHMH C BEPOSTHOCTSIMH, 3aBUCAIIUMH OT TEKYyIIeH

3arpy3ku M Xapakrepuctuk poporu. Ilycts pfjk) (f) — BEpOSATHOCTH TOTO,

YTO B MOMEHT BPEMEHH { aBTOMOOMIIb @ ICPEMEILAeTCs U3 V; B V.
O603naumm uepe3 A,;(f) HMHTCHCHBHOCTb IOTOKA TPAHCTIOPTHBIX

CpeACTB, NPUOBIBAIOLINX B Y3€J1 V; B MOMEHT BpeMeHH /. Torna ypaBHeHue

OaJlaHca IOTOKA JUIs1 BEpUIUHBL V b 3allMCBhIBACTCA CICAYIOIUM 06pa30M:

ﬂ’j t+])= Z ﬂ“i(t)py'(t) >

viepr(v;)

rae pr(v;) — MHOXECTBO BCEX BEPUIMH, M3 KOTOPBIX BO3MOXEH MEPEXO]]
B v,. Eciu BBECTH 4YHCIOBYIO XapaKTEpPUCTHKY £ (f) , KaK MHTEHCHBHOCTb
06paboTKH 3a/1a4 B BLIYMCIUTENLHOM Y3IIE, PACTIONIOKEHHOM BV , TO MOKHO
sanate pynkumio o (6) =A;(t)/ 1;(f) — xodpduument sarpysku ysna.
KoMIulekcHbIA NOAXOA K MHHUMH3ALUMH ©;(f) TO3BOJNMT ONTHMH3HPOBATH

3aJIEPXKKY, SJHSPTOMOTPeOICHNE 1 HAICKHOCTh PAOOTHI CHCTEMEI.
Paccmotpum Habop m3 S cranmonapueix RSU, pasMemnieHHBIX Ha
KapTe, aCCOLMMPOBAHHBIX C ONPEAEIEHHOM BEpIIMHON min pedpom rpada.
RSU moxer B3aumoneiictsoBats ¢ OBU mis pasrpysku 3anad, nepejadu u
coopa Tenemerpuueckux gaHHbiX. Kaxmoe RSU seS  ochameHo
OrpaHMYECHHBIM KJLIEM pa3Mepa Z , KOTOPhIH MCIOIb3YETC AJs
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KJIUpOBaHUsl oOpabaThiBaeMbIX MaHHBIX. CumraeMm, 49To Kakmoe RSU
HMECT 30HY MOKPHITUS B BUJIE KPyTa IHaMeTpoM L .

3.2. KoMmMyHHKanMOHHAA MOJAeJb C Yy4eTOM BpPeMEHHbIX
3asiep:kek. B KkauecTBe 3ampaliMBaeMOro KOHTEHTa B MOJENHU
paccMaTpUBAIOTCS BHJIEONOTOK, IepelaBaeMblil MOCPEACTBOM IMPOTOKONIA
nepenauu JaHHBIX B peaidbHOM BpeMmeHH (Real-time Transport Protocol,
RTP) [23].

JIyist OIleHKH KadecTBa NMPEJOCTABICHHUS BUACOCEPBHCA HEOOXOAUMO
OTIPENEINTs MOPOTOBOC 3HAYCHHUE IIOTEPh ITAKETOB, NPH IPEBHILICHUN
KOTOpPOT'O BOCIIPOM3BEICHHE BHAEO CTAHOBHUTCS HEBO3MOXKHBIM HIIH €ro
Ka4eCTBO OKa3bIBACTCSI HENPHEMJIEMbBIM JJIsI BOCHPHUTHS. BakHBIM 3Tanom
B PaMKax TaKOTO aHAJIN3a SBISIETCS OMPEJCNICHNE CTPYKTYPhI BUACONIOTOKA,
a WMEHHO: THMa W mocienoBarensbHocTH kaapos (I-, P-, B-kampos),
(OpPMHUPYIOLIMX KOHKPETHBIH BHICOTIOTOK.

[MpencraBneHHbIl  AeTadbHBIA  pa3dOp  CTPYKTYpHl  CXKATOTO
BUJICOTIOTOKA HEOOXOIUM JUIsi TOTO, YTOOBI KOJMYECTBEHHO OINPENCIHTh
MOPOT «IIOTEPU» B YCJIOBUAX MOAETHpoBaHUs. IIoHNMaHUE 3aBUCHUMOCTH
KagecTBa OT IIOTeph IIAKETOB IIO3BOJIAET KOPPEKTHO  BKIIOYHTH
BuieoTpaduK B pacuér (QyHKIMM OajlaHCa W COIMOCTaBHTh PE3YJIBTATHI
C TEJIEMETPUYECKUM CIIEHapHEM.

Bupeonorok opranusoBaH B Tpymmsl KaapoB (group of pictures,
GOP) [24], o6pr9HO cnemyromux no cxeme: « IBBPBBP...I ». Paccrosiaue
Mexay [-xkanpamu n kommuectsoM P/B-kanpos Buytpu GOP onpenensrorcst
TpeOOBaHMSIMHM K CXKATHIO, YCTOMYMBOCTH K HOTEPSIM M BO3MOXKHOCTSIM
JIEKOAMPOBaHUS B peanbHOM BpeMeHH. GOP ¢ OoJbIIUM HHTEPBAIOM
Mexy [-kampaMu 03BOIAET 3HAUNTENTFHO YMEHBIIUTE 00Nt OUTpeiT, HO
JIeTIaeT BUECOIOTOK 00Jiee YSI3BUMBIM K IIOTEPSIM.

I-kagpsl, wWIM BHYTPHKAAPOBBIE W300paKEHHS, KOAUPYIOTCS
HE3aBHUCHMO OT APYTHX KaIpoB, MOJ00HO ONWHOYHOMY H300pakeHmo. OHI
HCTIONB3YIOT TOJBKO IPOCTPAHCTBEHHOE IPEACKa3aHHe, HE ONHMPasch Ha
JIaHHbIE MPEABIAYIINX WIH IOCIEAYIOIUX KaapoB. SIBiAAChE Todykamu
JocTyna B kogupoBaHHOM motoke (group of pictures, GOP), I-xaapsr
UTPAIOT KJIIOYEBYIO POJb MPH BOCCTAHOBIICHHH BUJEOAAHHBIX I0OCIIE IOTEPh
MaKeTOB.

P-xanpsr (Predicted-frames) UCTIOJIB3YIOT MEXKaJpoBOe
ImpefcKa3aHue: OHHM  KOJUPYIOT TOJBKO  PAa3HUIy  OTHOCUTEIBHO
npeapigymero I- wim P-xkagpa ¢ moMomipio BEKTOPHBIX MpPEACKa3aHUN
JBIDKEHUS (motion vectors) U OCTaTOYHBIX JaHHBIX.

B-kanper  (Bidirectional-frames) mnpuMeHSIOT AByHaIpaBICHHOE
NpEe/ACKa3aHWe: OHM KOAWPYIOT pPasHMIy Cpa3y OT MpPEeaplIylIero
U TIOCJIEAYIOIEro onopHbIX kaapos (I wm P).
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IToreps I-kampa paspymiaeT Bce 3aBucumbie OT Hero P- u B-kaaper
no cuenyromero I-kampa, nemas maxe KOpPOTKHE (DparMeHTBI BHAEO
HeuntaeMbIMu. [loTepu P-kagpoB mpuBOAAT K MCKa)KEHHSAM B 3aBHCHMBIX
P/B-kagpax. Iloteps B-kagpa MeHee KpUTHYHA, IIOCKOIBKY OH HE
Y4acTBYET B MIPEACKA3aHUN APYTUX KaJpOB.

C nenpio aHanu3a BHICONOTOKA JUIA AAJIbHEHIIEr0 MOAEIHPOBAHUSA
BbIOpaH mporpamMMHbIi uHCTpyMeHT FFmpeg, mno3Bomsitomunii u3Bieub
U TIPOAHANN3UPOBAaTh COCTaB BUAEOKAAPOB, UX THUI U MNEPUOJUYHOCTE.
[MoxHo¥ nmoTepeii BUAEO CUUTAETCS, €CIIH YIyleHo Oojiee 5% MakeToB WIlH,
€CII TIPONYIIEHbl BCE MM OOJBIIMHCTBO [-KagpoB, WM eciu OWUTpeuT
BHUZEO B HECKOJIBKO Pa3 MPEBBIIIAET CKOPOCTh cKaduBaHus. Jlns
MOJIeIUPOBaHUSA nepefayn BHJICOTIOTOKA, IpeaBapUTEILHO
3aukcupoBaHHEIN ceTeBOi Tpaduk, mcmonb3oBaHus RTP Opur mepeman
B COOCTBEHHYIO KOHTpoJHpyeMmyto cpeny [25]. [TomydeHHBIC TaHHBIC B BUC
TIOCJIEIOBATENILHOCTH CETEBBIX IIAKETOB 3allMCaHbl W COXPAHEHBI IS
mocJenyromeit 00paboTKH.

bynem mnpennonarate, uro kaxgoe RSU wnmm mRSU wmoxer
obcyxxuBath OBU mocnenoBarensHo. Kaxmoe yCTpoWCTBO IOpPOKHOH
nH(PaCTPyKTypsl MOXKET OJJHOBPEMEHHO 00pabaThiBaTh 10 2 3alpoOCOB OT
OBU, Tak kak B MOJIe/IM NpeaIoyiaraeTcs uenoib3oBanue nporoxona [IEEE
802.11bd, wumeromiero BaKHOE IPEUMYILIECTBO B BHIE TEXHOJIOTHH
COCIMHEHHUS KaHAJIOB. OTO TMO3BOJUT YBEIMYHTH CKOPOCTH IIE€peladu
JIaHHBIX ¥ CHU3UTh 33/ICPKKU ¥ BETMYMHY TIOTEPH MaKeToB [26].

Ecmmm OBU mokunmaer obmacts mokpeitus RSU, To B3auMoaeiicTBre
npekpamaerca. OBU moxer nogkmountsed k cienyromemy RSU, B cioydae
eciu oHO cBoOotHO. CunTaercs, uro RSU no okoHUaHMH pabOTHI ¢ KAKUM-
mi60 OBU MoseT HauaTh 00CITy>KMBaHHUE CIIEYIONIEr0 MITHOBEHHO. biiokn
JAHHBIX,  KOTOpbIe ~ He  ObUIM  TIOJIHOCTBIO  00paboTaHBl  IpH
nH(opMannoHHOM B3aumoaeicTBuy ¢ npeasaynM OBU, TepstoTcs.

IMycte xaxmoe OBU u xaxmoe RSU dopmupyror umHOpMaImio
B BHZIE BeKTOpa M HEKOPPEIUPOBAHHBIX HIEMEHTOB JaHHBIX,

[IpennonoxuM, 4To BCE 3JCMEHTHI JAHHBIX HMEIOT OJMHAKOBBIN
pasmep C OaittoB. Kaxxmoe RSU oOcmyxuBaer moakmodenHoe OBU
CO CKOPOCTBIO 0, OalfT B CEKyHy.

OrmucanHas KOMMYHHUKaIMOHHAsI MOJIETTH ITO3BOJISIET
chopMyIHpOBaTh ONMWUCAHUE MEXaHW3Ma pasrPy3KH 3a1ad B TyMaHHBIX
W TPaHWYHBIX y37ax cetw. OOmas 3amepikka MpeACTaBIsIeT coboil cymmy
HECKOJIbKUX KOMITOHEHT, OTPaXKAIOIUX KaK JIOKAIbHbIC, TaK U yJaIEHHBIE
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BBIYHMCIIUTENbHBIE TMporecchl. Kak ObLIO MpeacTaBieHO BbIlie, 3ajada
M :{1, 2, ..., m} pasnencHa Ha HaOOp MOA3a7ay, KaxAas M3 KOTOPBIX,
mbo oOpabateiBaetcs nmokansHO Ha Tpammue (Edge Node, EN), mm6o

BEITpY)KeHa Ha TyMaHHBIH y3en FN s ynanéanoir o06paboTku.
OO6mias 3ajep>kka BBITIONHEHUS i - Toj3anadn, obo3Hadaemas Kak

Zq , rme g=e/ f nu1 EN u FN COOTBETCTBEHHO, CKJIAAbIBA€TCA U3
CIEAYIOIINX KOMIIOHEHT:
3anepxkKa nepeaaun AaHueix: 7 =li;" rae [ — 00bEM IaHHBIX
ACp pen a * Tig uplink ° A iq A

i,q
yplink
iq
Mmexxay OBU u BeiopannbsiM EN nmn FN st 3arpysku.

ITpomyckHas ciocOOHOCTh KaHana B;, Ha KOTOPOM OCYIIECTBIIAETCS

moa3agadn (B OWrax), u — TIPOIIyCKHasg CHOCOOHOCTh KaHaja CBS3H

mepefada JaHHBIX, ompexaensercs udepe3 Teopemy llleHHOHa Mg KaHaia
c mymoM. Mcronb3yss IepeiaTOYHyIO MOIIHOCT TEPMHUHAla p; ,

nponyckKHas CIIOCOOHOCTH KaHajia BEIYHUCIIIETCS CJICAYIOIUM 06pa3OMZ

Bl' :M:-q;hnk =10g2 1+ p171ﬁ1 ,
’ +WN,

i

rae y; — Gakrop moTepb CUrHajia JAjsd JAHHOTO OECHPOBOJHOIO KaHala,
f; — dakTop 3aTeMHeHUs, OTpaXaIOIUK H3MEHEHHs B HMHTEHCUBHOCTH
curHana, I, — MOIIHOCTb IIOMEX B KaHajle, W/ — IIMpHHA I0JOCHl YacToT,
N, — chekTpalpHas IUIOTHOCTh LIyMa. DTO BBIPAXKEHHE YYHMTBIBACT, KaK

¢du3nyeckue, TaK U TeXHHYECKHE MapaMeTphl KaHalla, BKIIIOYasi PACCTOSHUE
MEXAY y371amMu, aTMOCc(epHbIE U JPYyrue BHEIIHHE BO3JCHCTBHS, a TAKKe
XapaKTePUCTHKH TIOMEX U IIyMa.

Jis  MomenupoBaHUS — MPOIECCOB  OXKHUAAHUS — OOCITY)KMBaHUS
Y BBIYHCIICHUS 33JICPXKKH B 0UCPEIN UCIIONIB3YETCS CTOXaCTUIECKas MOJICIb
M/M/1. Ecam y3en cmonenupoBaH kak M/M/l-cuctema, TO CpemHss
3ajiep>KKa B 0Yepeu ONpeIeIseTCsl Kak:

queue _ pi’q
i,q >
ﬂi,q (1 - pi,q )
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rae ,l,l[’q — CpeaHsid MHTCHCHUBHOCTDL 06C.Hy)KI/IBaHI/I${, pi,q — K03(1)(1)I/IIII/I€HT

3arpy3Kku y3ia.
J1yist BBIYHCIIEHUS TIOJTHOM 3a/IePKKH HEOOXOJUMO YUUTHIBATh TAaKXKe
BpeMs 0OpabdoTku 3aaaun Ha EN nmm FN:

7€ ¢; — BBIMHUCIATENbHAs CIOKHOCTH 3amaun (B CPU-mmkmax), f;,

TakToBas gyactota EN mmu FN.
IMocne 3aBepuieHns 00pabOTKM HEOOXOAMMO pacCUMUTAaTh BpeMs
nepenauu pesynbrara ooparHo Ha OBU:

res
w __ lig
i,q downlink °

iq

downlink _
iq
kaHana cBsi3u Mexxay OBU u BeiOpannasiM EN mn FN i1t BEITpy3KH.
YunTeIBas BCE TICPEYUCIICHHBIE KOMITOHEHTHI, MOXHO
chopMHUpOBATH OOIIYIO 3a/1€PKKY BBITIOIHEHUS i - MOJ3ada4H.

rae [/ — 00bEM BBIXOJHBIX JaHHBIX, U HPOITyCKHAasi CIIOCOOHOCTD

_ td queue comp dd
7;,41 - ];‘,q +];’,q +Ti,q +7;,q :

B psine npunoxeHu, BEIOIHEHUE JATBHENIINX Onepalii BO3MOXHO
TOJIBKO TMOCJIE MOJYYEHHS IMOJHBIX PE3YJIbTATOB 0OPaOOTKHU 3a/1a4H, TI03TOMY
CTOUT YUMTHIBATh OTPAaHUUEHHE Ha 33JIEPHKKY CIETYIOLIEro BUA:

total __
T = mlax(Tl.’q).

3.3. BeruncanurenbHasi MOJieJib JHepreTuyeckux 3arpar. OgHuM
U3 ONTUMH3MPYEMBIX [apaMeTpOB paccMaTpuBaeMOM 3ajay  SIBISiETCS
BEJIMYMHA SHEPreTHYECKUX 3aTpaT Ha OOCIy)XHBaHHE (YHKIMOHMPOBAHUS
cucreMsl OBU-RSU-EC-CLOUD. C pocToM MHTEHCUBHOCTH ABHXEHHUS U
YBEIMUCHUEM 4YHCIAa 3alPOCOB OXHUAACTCA YBEIMUCHHE KOIMYECTBA
BBIUHCIICHUH ¥, KaK CIEICTBHE, POCT BEJIMYMHBI SHEPTETHUIECKUX 3aTpar,
HEOOXOIUMBIX UTA () YHKIIMOHUPOBAaHUE HH(POKOMMYHHUKAITMOHHON CETH.
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Kaxxnoe  TpaHcmoprHoe — cpeinctBo @, ocHameHo — OBU

C OIpaHHUYEHHBIM SHEPreTUUECKUM PECYpPCOM.

Bynem cumtath, 4ro Ha mepepady, oOpabOTKy M IpPHEM JaHHBIX
sHeprus 3arpaunBaercsi ¢ KI1J] paBHbM 1, TO ecTh 6€3 BHEIIHHMX ITOTEPb.
Pacxon sHepruu ckiafbIBaeTCs U3 TPEX KOMIIOHEHT:

total __ y~local offload comp
E™ =E, +E; +E,.,q R

E[_Qfﬂoad

rae E“ — SHepruM JOKaNbHBIX BBIYHCICHMI, SHEPIHUs

Ha nepenady JaHHbIX, £;o™ — SHEPruu TyMaHHBIX BBIMHUCICHHIA.

PaccmoTpuM Goliee mOAPOOHO KaKAOE U3 CIaracMbIX.
1. Tlpm pacyere JIOKAIBbHOTO 3HEPrOMOTPEONCHUS  BaXKHO

YUHUTBIBaTh TpH (akTopa: kodpuuueHt sneproaddexrusoctn OBU hil”",

TAaKTOBYIO YacTOTy IPOLECCOpPa M BBIYHMCIUTCIBHYIO CIOKHOCTh 3aJaud
B ukimax CPU.

Elocal _ hloc . loc 2
=R

2. 3Hepr1/m nepegaym HaopsMyro 3aBUCUT OT MOMIIHOCTHU
nepeaaTymnka 1 BpEMCHU 06p360TKI/I 3arpoca, To €CTb

load td
Ed = p .

3. HO,HC‘-ICT 3aTpar OHEPrumn Ha IMMpoBEACHUEC pac4ucToB
Ha YAAaJICHHOM BBIYUCIIUTCIIC pACCMATPUBAIOTCA aHAJIOTUYHO!:

; r\2
AR VR

O6umit 6amanc sHeprun OBU B MOMEHT BpEMEHH ¢ OMUCHIBACTCSA
BBIPAKCHUCM:

N
total __ local offload comp
B =Y (B B 4 B ).

i=1
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3.4. Moneab ouenkun ETA ¢ yuerom orpanumuenuii. [Toctpoenue
MapuipyroB B WTC TpagummMOHHO OCYIIECTBISIETCS Ha  OCHOBE
MUHUMH3aOUH  (QYHKIMA ~ CTOMMOCTH, OIpPENeIsieMOd  CyMMapHBIM
BpEMEHEM IIpoe3sla [0 YydyacTKaM JOpokHOM cetu. Takas ceTb
(dopmamm3yercss B BHIE OpHeHTHpoBaHHOTo Trpada G =(V,R) . Kaxnmsii

MapmipyT MOJCIHPYETCsl Kak NyTh Ha rpade, COCTOSAImMHA U3
MOCJICIOBATEIBHOCTH PEOEP U MEPEX0I0B MEKIAY HIMHU.

JIsl IOKMCKA ONTHMAIBHOIO MapIIpyTa HCIONb3yeTcs anroput™ A
KOTOPBIM NMPH HATWYHH IBPUCTHUECKON (QYHKIMHM 0OecreunBaeT ObICTpoe
HAXOX/IEHUE MYTH C MHHUMAIbHBIMU n3jepkkamu. OJHAKO Ha MPaKTHUKE
MapUIPYThI, IOCTPOCHHBIE TOJBKO MO MApaMeTPy MUHHUMAIBHOTO BPEMEHH,
MOTYyT HE COOTBETCTBOBATH IOJH30BATEIBCKUM OXKUJIAHUSIM: BKJIIOYATH,
HaTnpuMep, HEYJOOHBIC MOBOPOTHI, 3a€3/IbI BO JBOPHI MM BTOPOCTCIICHHBIC
YIUIBL. JTO CBSI3aHO C TEM, YTO TPAJUIMOHHBIC METPUKU HE YUUTHIBAIOT
CyOBEKTHBHOE BOCIIPUSATHE Y00CTBA U MPUBBIYKH BOJAUTEIICH.

C [enpl0 MOBBINICHUS KAa4yeCcTBA MApIIPYTOB B MOJETb BBOJIATCS
JOINIOJTHUTCIIbHBIC KOMIIOHCHTHI, OTpaXarouue IICUXOJIOTHYCCKUEC
U MOBEJICHYECKUE  IPEANOYTeHUss Bojaurened. Takue  KOMIOHEHTHI
peanu3yrorcsi B BuIe MTPadoB, TO €CTh KOPPEKTHPYIOIIUX JT00aBOK
K QYHKIMH CTOMMOCTH. Pa3niyaror Ba TUIa OTrpaHHICHUI:

1. Msrkue orpaHuueHHs — Hampumep, mTpadbl 3a BBINTOJIHECHHUE
pa3BOpOTa Ha MEPEKPECTKE WITH TPOE3 [0 YIACTKY C [UIOXHUM MOKPBITHEM;

2. kEécTKMe OrpaHHYeHUS — TMOJHOCTBIO  MCKIIIOYAIOIIHe
omnpenenéHHble péopa U3 paccMOTpeHust (Hanpumep, HU3MYECKU 3aKpPBIThIE
YUYaCTKH).

OyHKIUS 0XHUIAeMOT0 BPEMEHH NPHOBITUS B PACHIMPEHHOM BHJIE
NIPUHUMAET CJIECYIOIIMNA BUJL

ETA(route) = Z edge;) +Zc (turn, )+§:r

i= lf ( edgel) i=1
rae ¢t — 0a3oBoe BpeMs Ipoe3fa IO YYacTKy JOpOTd, IIpU 3TOM
* Atturn'
; N .
¢ (turn) =————, aly,, mrpad 3a MaHEBp Ha MOBOpOTE i ,
JiPum;)
Prurn; » Pedge; - IMIIUPUYECKHE BEPOATHOCTH HPOXOXKICHUS

COOTBETCTBYIOIMX CETMEHTOB, ITOJIyYCHHBIE U3 MTOJIb30BATEIbCKUX JaHHbIX,

*
f(), f,() — bynkuuu Beca, mwTpad 3a peaKo MCHONb3yEMble IyTH, 7; —
JIOTIOJTHUTEJbHBIE (KOHTEKCTHBIE) ITPAQBI.
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Jist  monydeHHsT OMIUPUYECKHX BEPOSTHOCTEH  HCIOJb3YeTCs
COIOCTABJICHUE MapUIpyTOB, CreHepHPOBAHHBIX CHCTEMOiA,
¢ (haKTHIECKUMHU TpeKaMu JBIKEHUs rmosb3oBareneit (GPS-ganabIMN).
Ecnu mapuipyT ¥ peanbHbIil TPEK COBMAJAlOT HA JAHHOM Y4YacTKe, 3TO
YBEIIMYHUBACT 3HAYCHUC Doy, > U, KAK CICACTBHC, CHHKACT OTHOCHTCIBHBIN

BEC COOTBETCTBYIOILETO pedpa NpH MOCIEAYIOMHUX pacuérax. AHAJIOIHYHO
OLICHUBAIOTCSA NIPEANOYTEHUS P IIOBOPOTAX.

JlaHHbBII TOAXO0 MpeIoaaraeT UTePaTUBHYIO KOPPEKLUIO MOJENH: Ha
KaXJIOM OTale CTPOATCS MapIIPyThl, CPaBHHUBAIOTCA C (PaKTUUECKUMHU
TPEKaMH, OOHOBIAIOTCS 3HAYCHUS Pejoe U Py, M YTOUHSACTCS (DYHKIIHS

croumoctd. Llempro  Takoro  WTEPAlMOHHOTO  MpoIecca  SBIACTCS
MUHAMU3AIHUS Pa3INIus MKy TOCTPOCHHBIMU MapIIPyTaMy U MOBEACHHEM
peanpHBIX mOdb30BaTeneil. Ilpm 3TOM cucrema coxpaHSeT THOKOCTh U
BO3MO)KHOCTP a/IANITAIINH K H3MEHSIOIIIMCS TOPOYKHBIM YCIIOBHSIM.

Takum 00pazoM, pacCCMOTPEHHBIA MOIXO/ COYETAeT TPAAUIINOHHBIC
ANTOPUTMEI MapIIpyTH3aIuH c SMOUPUIECKUMHU OIICHKaMH
MIOJTF30BATEIBCKOTO TIOBEACHUS, peann3ys TMOKWII MEXaHW3M aJanTalud
MapIIpyToOB K pPEaJbHBIM YCIOBUSM M MPEIMOYTCHUSM, IOBBIIIAs Kak
00BEKTHBHYIO 3()(hEKTUBHOCTH, TAK M CYOBEKTUBHOC BOCIPUSATHE Ka4eCTBA
MapIIpyToB.

3.5. ®opmyaupoBka 3aga4yu 0ananca. OObeUHSIS TPU KIIOYEBBIX
mapameTpa — OOIIyH 3aJepxKy, 3HepromoTpedienne U ETA MoxkHO
c(hopMyIHpPOBATh MHOTOIIAPAMETPUUECKOr0 YpaBHEHHUE OajaHca:

o~ . total total
min 3= m]n, (wln,norm + @, Eq,norm + (1 —@ — W, )ETAnorm )’
gete./} gete. S}

rne  gefle,f}  TOKa3pBaeT  Kakag ~ MOJEIb  B3aMMOJCHCTBHSA
paccmatpuBaercs, @y, ®, €[0,1], @, + @, <1— npHopuTETHBIE BEca KaKAOH

U3 XapakTepucTUK. MHAEKC norm O3HadaeT HOPMHPOBAHHE Ka)XJOTO
KJIFOYEBOT'O aclieKTa ypaBHEHMs1 OanlaHca. BapeupoBaHue Kod(@uIIEeHTOB
@, ®, TO3BOJIIET HAUTH OTHOCUTENIbHBIA OanaHC IO BKJIALy KOMIIOHEHT

B IENIEBYIO (DYHKIMIO OTHOCUTEIFHO CBOMX MHHUMAJIFHBIX 3HAYCHHH.

4. Pe3ynabTaThl  4YHCJIEHHOTO  MOJEJMPOBaHUA.  UmWcCieHHEBIE
pe3yibTaThl  CTPOSTCS HA  OCHOBE paHee IMOJYYCHHBIX  JIAHHBIX
MOJICTTPOBaHus. B mpempiaynmx wuccienoBanusx [3, 4] aBropamu ObLia
ompeiesieHa cpeliHssl BEeITMUMHA MOTEPh MAKEeTOB I CUCTEMBI, MepeAaroneit
cooOrmienus opmara CAM, — 3TH 3HAYCHHUS KCIOJIB30BAHBI KaK 0a30BBIN
opueHTHp. B HacTosme# paboTe MPOBOIUTCS JOMOTHEHHE MOJICIH OIICHKOU
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TOrO, Kak CeThb OygeT BecTH ceOs NpHW Iepefade BUICOAAHHBIX B
AHAJIOTMYHBIX yCNOBHAX. [ 9TOr0, Nanee MpoOBOJUTCS aHAIH3 MPEJeIbHBIX
BO3MOXKHOCTEH ~ CHUCTEMBI TP  Iepefade  BHICOJAHHBIX,  BKIIOYAs
OTIpe/ieNICHNE 30H yCTOMYMBON PabOTBI M TOYEK JAETpajalliil KadecTBa MpU
pOCTe yKcaa MOAKIIOYEHHBIX MalIiH. Takol MoaXo/ MO3BOJSIET MOHATh, KaK
M3MEHSIOTCS  XapakTEepUCTHKH TpaduKa TIIpH MEpexofe OT Mepenadn
KOPOTKHMX  TEJEeMETPUYECKHX COOOIleHni K Oojee  pecypcoéMKHM
BHUJICOTIOTOKAM U COTIOCTABHUTh MOBEJICHUE CUCTEMbI B 000MX CLICHAPHSIX.
VYcnoBust UIsi MOAEIMPOBAHUS OCTAINCh HEU3MEHHBIMU: MpHU
¢dbopmupoBanuu Mapuipyra kaxaoe OBU ompemensier NEICBYIO TOUKY
HAa3HA4YCHUs, KOTOpask OCTaE€TCsl HEU3MEHHOU B TeueHue Bcero myTu. IIyTs k
LEeT MOXKET aJalTHPOBAThCSI B IPOLIECCE ABMKEHUS: NMPHU OOHApYKEHHU
3aTopa Ha Y4YacTKE JOPOTH BBINOJHAETCA IEPECTPOEHUE MapuipyTa C

HCTIONb30BAHNEM AIrOpUTMA A , YTO II03BOJSET YUHTHIBATH JIOKAIbHEIC
n3MeHeHus Tpaduka. VIcTOUHMKaMu 3aTOPOB B MOJIENH BBICTYHAIOT TOJIBKO
3apaHee ONpEACIEHHBIE COOBITHA — 3aMEUICHHS WIN KPaTKOBPEMECHHBIE
OCTaHOBKH TPaHCIOPTHBIX cpecTB (¢ BeposTHOCThIO 1:10 Ha 1-5 cexyHn),
cozmamome  nenodyky npobok. Ilpm  sTOM  He  MoaenMpyroTcs
HeMpeAcKa3yeMble BHEIIHUE BO3ICHCTBHUS (SKCTpEMalbHblE IOTOJIHBIE
YCJIOBHSI, MacCOBbIE€ IBaKyalllH, MOSBICHUE HOBBIX OOBEKTOB B CETH), YTO
SIBJISIETCSI OJTHUM M3 OTPaHMYCHUH MOJIEIH.

Jlis  obecriedeHHs JTOCTOBEPHOCTH MOJAEIHPOBAHUS  CETEBOTO
Tpaduka OBUIH IPOBEIEHBI YIKCIICPUMEHTHI, 3aKITI0YAIOIIHECs B (PHU3NIECKON
nepesiaue BHUICOJAHHBIX C MOCIEAYIOIINM aHAJIU30M CETeBOro Tpaduka c
MOMOINIBI0 TIporpaMMHOTO HMHcTpyMeHTa WireShark. B pesymerare
JKCTIEPUMEHTOB ObUIO  3a(hUKCHPOBAaHO OOIIEe KOJMYECTBO CETEBBIX
MIAKETOB, HEOOXOJMMBIX AJISI Mepeadyl 3aJlaHHOTO BHeodaiina ¢ 3apaHee
YCTAHOBJICHHBIMM NapaMeTpaMU CKOPOCTH Iepefadd JaHHBIX M OuTpeiTa.
VIMeHHO 3TH 3KCTIepUMEHTAIFHO NOTY4YEeHHBIE JaHHBIE CIIy>KaT OPUEHTHPOM
JUTIA UMHUTAIUH TIepejadyl TaKeTOB B MOJIEIH.

B pamkax skcriepiMeHTa, Ui 3a/laHusl BUJIEOTpadHKa, UCIONb3yeTCs
TECToBas ~ BHUJIEONOCIENOBaTEeNbHOCTE  «Akiyoy,  3akoqupoBaHHass ¢
Ucrob30BanueM kogeka libx264 mpu cpemnem oOutpeiite 500 xout/c [27].
Crpykrypa GOP mnpezncraBiena B ciaenyrowmem Buge: I-, B- u P-kagpet
YepenyloTcs B OIpenenéHHOl mocnenoBaresbHOCTH. COracHO aHaiu3y,
TIOJTyYEHBI CIIE/IyIONINe KOJTMIECTBEHHBIC XapaKTEPUCTUKH:

I-xagpos: 2, P-xagpos: 216, B-kanpos: 82.

Hmkxe mpuBeneHa moCiieZoBaTENFHOCTh THUIOB KaapoB ((parMeHt
BbIOOpKN): « [IBPPPPBPPP...». Takoe pacnpeaencHue OTpakaeT BBICOKYIO
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IVIOTHOCTh MEXKaJPOBOTO NMPEACKa3aHus: OONBIINHCTBO KaJPOB SBIAIOTCS
P- wim B-Tuno, ommparonmmxcsi Ha ONMH WIM JABa OINOPHBIX Kajapa
COOTBETCTBEHHO. YUHMTBHIBas HalM4de BCEro ABYX I-KagpoB Ha Bech
BUJICOTIOTOK, yTpara JI0OOro M3 HUX NPHBEAET K HEBO3MOXKHOCTH
JIEKOTNPOBAHMSA IENBIX (pparMeHToB Buaeo Mexry GOP.

Jnst  OIeHKM  IapaMeTpoB  IepelaBaeMoro  BHICOIOTOKA
JIOTIOJTHUTEIBHO 3a()MKCHPOBAHBI CIICTYIONINE XapaKTePHUCTHKH:

—  Bitrate (3amannsiit): 500 x6ut/c

—  KomnuecTtBo nepenanHbIX nakeros: 581

—  Cpenusisi ckopocTb nepeaayn: 498.66 kout/c

—  OOwwuit 066éM nepenaHHsix AaHHBIX: 4 986 624 out (~ 623 328
0aiT).

[lpy aHanm3e mepenayd BHICOMOTOKA C PA3IMYHBIMH 3HAYCHUSIMH
OuTpeiita HCOOXOAUMO YUHTHIBATh, YTO YBEIMICHHAE OUTpEiiTa IPUBOIUT K
pocTy 00bEMa IeperaBaeMbIX TaHHBIX, & TAKKE YUCIa CETEBBIX MAKETOB,
HEOOXOIMMBIX VISl JOCTABKH IIOJTHOTO (aiiyia, 9TO OTPaXkeHO Ha PUCYHKE 2.

2100 —
1950
1800
1650 /-
1500 ,/
1350 v

1200 S/

1050 -

900
/-
750 /-

600 /
450 /
300

150
0

packets

1Kk 5k 10k 100k 250k 500k 1000k 1500k 2000k 2500k 5000k
bitrate

Puc. 2. 3aBucuMOCTb KOJIMUECTBA IAKETOB OT OUTpETa

CyniecTBeHHOE 3HAYCHHUE HWMEET COOTHOLICHHE MEXAY 3aJaHHBIM
OUTpEeHTOM BHIEOIOTOKA M JOCTYIMHOH CKOPOCTBIO TIOJIyYEHHUS JaHHBIX
KOHEYHBIM y3JOoM. B ciydae, ecim mpomyckHas CIOCOOHOCTb KaHala
OKa3bIBaeTCsl HIKe Tpebyemoro OuTpeiita, HaOMOJArOTCA 3HAYNTENFHBIC
MOTEPH IaKeTOB, IPUBOAIINE K CHIKEHHIO KauecTBa BUJICOIIOTOKA BILIOTh
JI0 €T0 MOJHOM HeMIPUTOJHOCTH K UCTIONb30BAHHIO.
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IIpn mpoBeneHWH YHCIEHHOTO MOJEIMPOBAHMSA paccMaTpPUBACTCS
GecripoBoHOM KaHan mmpuHOH 20 MI'm ¢ mpumenernem mpotokona [EEE
802.11bd. BwIOOp cXeMBI MOXYJSIMH OCYIIECTBIAETCS C  yYETOM
otHomeHns curHaw/myMm (SNR), KkoTopoe ompenenseTr CcrIocoOHOCT
CHCTEMBI pa3iIMyaTh NOJE3HBIH CHUTHAT Ha ¢oHe (OHOBOTO TMIyMa.
[NosrimenHoe 3HaueHHe SNR cBHIETENBCTBYeT O Ooiee YHCTOM TpHEMeE
CUTHaJIa, YTO MO3BOJISIET MPUMEHSITh MOAYJISIIIMU 00JIee BHICOKOTO MOpPSIKa
1, COOTBETCTBCHHO, JJOCTHTaTh OOJBIICH CKOPOCTH Mepeaayu JaHHBIX [28].
Huskoyposuesbie moaymsinuu (BPSK, QPSK) obecrieunBaror crabuibHyio
nepeiauyy Ha MajJoM KOJMYECTBE IOJIb30BaTeleil, HO OBICTPO JErpajupyloT
[0 Mepe pOoCTa Yucia MaluH. Moy sinuy BBICOKOTO TIOpsiaKka (HarpuMep,
1024-QAM 3/4) obecnieunBaIOT MAKCHMAJIBHYIO IPOMYCKHYIO CIIOCOOHOCTh
Ha OTHOTO TOJB30BaTeNsd, HO TpeOyIOT BHICOKMX 3HaueHHH SNR,
BCJICAICTBHE YETO NMPUMEHMMBI TOJBKO NMPU MHHUMAJIBHOW HArpy3ke WIH
BBICOKOKaUECTBEHHOM KaHaJIe.

Ha pucynke 3 mperncraBieHa IpeaenbHasl CIIOCOOHOCTh CETH TIO
meperaue BUAEONOTOKA C 3aJaHHBIM OHTPEHTOM B 3aBUCHMOCTH OT
KOJIMYecTBa OOCTY)XKMBAaEMBIX TPAHCIIOPTHBIX CPEJACTB, MOIKIIOYEHHBIX
K oxHoM RSU.

802.11bd: Ilepenada Buneo (500 K6ur/c), 20 MI'y kanax

500
QPSK 3/4 (20 MI'r))

QPSK 1/2 (20 MI'ny) 400

BPSK 1/2 (20 MI'n)

300
64QAM 3/4 (20 MI'r)

64QAM 2/3 (20 MI'r)
200

Monyssist / Kaman

256QAM 3/4 (20 MI'm)

Cxopocts Ha MaumHy (K6ut/c)

16QAM 3/4 (20 MI') 100

16QAM 1/2 (20 MI'ry)

1 11 21 31 41 51 61 71 81 91 101 111 121131141151 161 171181 191
Komectso Mamma

Puc. 3. IIpenenbHast criocoGHOCTH CETH IO TIEPeaue BUACONOTOKA C 33 JaHHBIM
ourpeiitom Ha ogHo RSU

3enénas 30Ha (CKopocTh nepeaauun oonee 500 Kout/c) ykassiBaeT Ha

Y4acCTKH, ra€ BO3MOXKHA YCTOfIqHBaSI nepeaaya BUACOIOTOKA 0e3 MOTCPb.
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31ech MCHONB3YIOTCS KaK YCTOWYMBBIE CXEMbl MOIYJSILHUM (HAIpHMep,
QPSK 3/4), Tak n 6onee mpomsBoauTensHBIE (Hampumep, 256-QAM 3/4)
IIPY OTPAHUYCHHOM YHCIIE MAIIHH.

Kénras 30oma (200400 KoOut/c) CBHAETENHCTBYET O YaCTHIHOW
JeTpafaliy KadecTBa: TPH MPEBBIMICHHH OINpPEAEIEHHOTO IOpora
KOJIMYECTBA IONB30BATENICH MOAYISIHS CTAaHOBUTCA  HEIOCTATOYHO
3¢ GeKTHBHON TS OAep KaHUs HEOOXOIMMOT0 OUTpEiTa.

KpacHas 3ona (Menee 100 KOur/c) neMoHCTpUpYyeT HENMPUTOJHOCTh
CXEMBbl MOAYJSILMU JJIsl JIAHHOW HAarpy3ku: IpH YHUCIEe MalIMH BBIIIE
OINpeNeNéHHOro Ipejesia CKOpPOCTh MNaJaeT HACTONBKO, YTO HE MOXKET
obecrieunThb gaxe 6a30Boe Ka4eCTBO BHJEO.

DHepronorpediieHHe NPy Nepeiadye JaHHBIX B OECIPOBOIHBIX CETSIX
OTpenersieTcsl He TOJIBKO IPOJOJDKHUTENBHOCTBIO IIepefadyn, HO W
3G (PEKTUBHOCTBIO HCHONB3YEMOW MOZYJSAIMH, a TakXe JOCTYNHOH
MIPOIYCKHOW CIOCOOHOCTRIO KaHama. Ha pucyHke 4 BH3yalM3HPOBaHBI
SHEpPreTUYECKUe 3aTpaThl Ha Iepefady BuAcomoToka odosémMoMm 0.5 MoOwut
Ipy HCNOJib30BaHUMM KaHana wmwupuHod 20 MI'm u mnpotokona IEEE
802.11bd.

802.11bd: Dnepromorpetnenne (0.5 M6ur Buzneo), P= 14 Br

500
QPSK 3/4 (20 MT'ny)

QPSK 1/2 (20 MI'm) 400

BPSK 1/2 (20 MI'm)

300
64QAM 3/4 (20 MT')

64QAM 2/3 (20 MI'm)
200

Monymsiust / Kog

256QAM 3/4 (20 MI'm)

OHeprus Ha Buaeo ([x)

16QAM 3/4 (20 MTI') 100

16QAM 1/2 (20 MI'y)

1 11 21 31 41 51 61 71 81 91 101 111 121131141151 161 171181191

Komyecro Manmu
Puc. 4. DHepreTuueckue 3aTpaThl Ha epeiadyy BUACOIOTOKA

3HaueHHs Ha rpadyKe HUHTEPHPETUPYIOTCS CIEAYIOIUM 00pa3oM:
4eM BBIIE OSHEPrus Ha OHO Buaeo (B JOKOYJISX), TeM MeHee
9HeprodpQeKTHBHA CXeMa Iepenadd NpH 3aJaHHOH Harpys3ke. 3aMeTHO,
YTO CXEMBl C HH3KOYPOBHEBHIMH MonyisimusaMu (Hanpumep, BPSK 1/2 u

Informatics and Automation. 2026. Vol. 25 No. 1. ISSN 2713-3192 (print) 37
ISSN 2713-3206 (online) www.ia.spcras.ru



POBOTOTEXHUKA, ABTOMATU3ALIMA M CUCTEMBI YITPABJIEHWA

QPSK 1/2) nmeMOHCTpUPYIOT CYIIECTBEHHO OoJiee BBICOKOE TOTpeOIeHMe
SHEPTHH TPU YBEITUYECHUH KOJHMYECTBA IMOIKIIOYEHHBIX YCTPOWMCTB. DTO
00BsICHIETCS HEOOXOANMOCTBIO Ooiee JUTMTEIIEHON repenaym,
00yCTIOBIICHHON HU3KOW (PM3UUECKON CKOpOCThIO mepenaadn nanHex (PHY -
rate), 9To0 TpHU (UKCHPOBAHHOM MOIIHOCTH IPUBOIUT K POCTY 0OOIIero
sHepronoTpedneHnst. B oTiuunre OoT HUX, BBICOKOYPOBHEBBIC MOIYIISIIUH,
Ttakue kKak 64-QAM u 256-QAM, MO3BOJSIOT CYIIECTBEHHO COKpPaTUTh
SHEpreTHYecKre 3arparbl 3a Ccyér Oojee BBICOKOH MNpOMYCKHOU
CrocoOHOCTH, JaXe NP YBETHUCHHOM YHUCIIC MoJib3oBarencit. OmHako 3Tu
CXeMbI TPeOYIOT CTa0MIBHOIO KaHalla M BhICOKOTro 3HayeHus SNR, uto
OrpaHUYMUBACT UX [PHUMCHEHUE B YCJIOBUAX HO}IBI/I)KHOﬁ cpeanl "
panuoniomex. Takum o0pa3om, Ul JIOCTHIXKEHHUS ONTHMAJILHOTO OajnaHca
MEXIy Heprod((eKTUBHOCTHIO M CTAaOMIIBHOCTBIO CBS3H, BBIOOP CXEMBI
MOIYJISINHA JOJDKCH OBITh aJalTHBHBIM, OMHPAIOMIAMCS KaK Ha TEKYIIYIO
3arpy3ky RSU, Tak u Ha H3MepeHHBIC XapaKTePUCTUKN KaHala.

PaccmoTpuM 3HaUeHUS TapaMeTPOB MOACTHPOBaHUS. [ 3aaepiKKH
npuObiTHs  mMRSU, yunTeIBasg  OUHAMHYECKOE  TepepacipeelicHue
Harpy3kw, mokasatens ETA TpuUMEHSIOTCA CcIenyromue IOMyIICHUS:
COTJIaCHO paHee ONMyOJIMKOBaHHOMY pe3ynbTaTy [16], mpubsitne mRSU B
MeperpyKEHHYI0 30HY MO3BOJISIET NOCTHYB pasrpy3ku 10 20%. Mcxons us3
3TOr0, BepoaATHOCTh NpHOBITHA MRSU B 30HY MOKpHITHS KOHKpeTHOr0o OBU
npunumaercs paBHoi 0.2 (20%). B ciyuae, eciiu mRSU yxe Haxonutcs B
30He, nokaszarenb ETA npuauMaetcs paBHbIM Hyo. s octaBmuxes 80%
BEPOSATHOCTh paclpeleNaeTCs 10 HOPMAIRHOMY 3aKOHY, IPH 3TOM
MpeesIbHOE 3HAYCHUE PACCTOSIHUS yCTaHOBJICHO Ha ypoBHe 1.5 k. [lpum
cpemueir  ckopoctu apmwkeHus mMRSU, cocraBmsromerd 30  kM/4,
dopmMupyeTcss  anmpoOKCHMAaIMsl ~ BPEMEHHOTO OKHa  TPHUOBITHS,
HCTIOJIb3yeMasl B BEIYMCIICHUSX 33CPIKKH.

[epenaua Buneonoroka ocymectisercs ¢ ourpeiitom 500 Kour/c n
nautenbHocThio 10 cekyHn, 4to Qopmupyer oOmwmiA pa3mMep JaHHBIX,
paBHbId 0.5 MoOutr. Pacuér sHepreTHdecKkux 3arpaT Ha 00pabOTKy H
nepenady BUIEOIOTOKa OCHOBBIBAeTCS Ha popMyJiaX U3 ImyHKTa 3.3., T1Ie

- TakroBas dacrora IIeHTpajdbHOro  mporeccopa RSU
716-10° T,

- Cpennss motpebiasiemast MOIITHOCTE y3Jia 14 Br.

- KonmuecTBo mpOIECCOPHBIX TaKTOB Ha 00pabOTKY OJHOTO
Gaiira napopmanuu — 500.

OO0mee KONMMYECTBO OOCTY)XKMBAaeMBIX TPAHCIOPTHBIX CPEACTB
(OBU) B mnpenenax onxuoit cranmmm RSU xomeOmercs ot 20 mo 30.
Hcnonb3yemslit kaHan cBs3u umeer mupuHy 20 MI'n. IIpu stoMm ypoBeHs
OTHOIIICHWS CHTHAJI/IIIYM Ha YYacTKe MpUHUMAeTcs paBHbiM 10 nb, 4yTo
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HaKJIaJbIBaeT OrPAaHWYEHHS Ha JIOIYCTUMBIE CXEMbl MOIYJISIIUM M CHIKACT
CIIEKTpalbHYl0 3()(GEKTUBHOCTh IO CPAaBHEHHIO C BBICOKOYACTOTHBIMH
Y4aCTKaMH.

JUIs KOMIUIEKCHOTO aHallM3a XapaKTEPUCTHK CETH B YCIOBHUIX
Pa3IMYHON HATPY3KH Ba)KHO YYUTHIBATH HE TOJIBKO MApaMeTpPhI 33IePKKU U
HPOIYCKHOW CIIOCOOHOCTH, HO M HaAEKHOCTD Iepenadn JaHHbIX. OTHUM 3
KJIFOYEBBIX TIOKa3aTeled, XapaKTepU3yIUIMX HaAE&KHOCTh paauoKaHaa,
spisiercst ko3¢ ¢uunent norepb maketoB (Packet Error Rate, PER). On
OTpaXkaeT JIOJII0 MAaKEeTOB, HE JOCTaBJICHHBIX KOPPEKTHO A0 MOJIy4arels,
W HENIOCPE/ICTBEHHO BJIMSET HA LEJOCTHOCTh MEJHANoTOKa, OCOOEHHO
B IIPWIOXKEHUAX PEaJbHOIO BPEMEHH — TaKUX KaKk BHICOTPAHCILLIUH.
Ha pucynke 5 otoOpaxena 3aBucumocth PER  oT  konudectBa
MOJKITIOUEHHBIX TpaHCHOPTHEIX cpencTB (OBU) x ognoit RSU.

3asucumocts PER oT konmuuecTsa Mammea Ha RSU

:
&

0.16-moTepn
0.14 -
g 0.12
£0.10
2 0.08
0.06
0.04
0.02

0.00

aKeTOB)

b

TC]

PER (mpornent

20 22 24 26 28 30
Konmnuectpo mamun va RSU

Puc. 5. 3aBucumocts PER 0T Konn4ecTBa NOAKIIOYEHHBIX TPAHCIOPTHBIX CPEICTB
(OBU) k omno#t RSU

Kak BuaHo w3 rpaduka, TpH KOJIWYECTBE MAIIUH MeHee 25
HaOMIOZaeTCs  NMPAKTHYECKW  IOJHOE  OTCYTCTBHE  MOTEPh,  UTO
CBHUJIETENBCTBYET O JOCTATOYHON IIPOITyCKHOM CIIOCOOHOCTH PaHOKaHana
n 3¢dexTuBHOil 00paboTke makeToB Ha ypoBHe MAC (Media Access
Control, MAC) u PHY. Ognako HauunHas ¢ 26 u 0coOeHHO mocie 27
MmamnH Ha RSU nabmronaercst peskuii poct PER. Yxke mpu 28 ycrpoiicTBax
notepu gocturatoT 10%, a mpu 30 — mpesbimaror 16%, dro sBiIsSieTCS
KPUTHUUYECKUM 3HAuYCHHMEM JUIsl MyJbTUMequiiHoro Tpaduka. Takue morepu
JIeNaf0T BHJCONOTOK NPAKTHYECKW HENPHUIOAHBIM Uil MOTpeOJIeHUs,
BbI3bIBas apTe(akThl U NPEPhIBAHUS BOCIIPONU3BEACHHS.
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ITomydeHHble pe3ysibTaThl yYKa3bIBAIOT HAa HAJIWYHE IIOPOTOBOTO
3HaueHWs Harpy3ku Ha RSU, mnpeBblieHHEe KOTOPOTO TNPHBOAUT K
3KCIIOHEHLIIMAJILHOMY POCTY IOTEph NakeToB. (s ycToMuMBOM mnepenadyu
BHJICO MPH 3aJaHHBIX MmapameTpax kaHama (20 MI'm, 802.11bd, 6utpeiit 500
Ko6wut/c), nomycTuMoe KOIMIECTBO OJHOBPEMEHHBIX MTOIKIIOYCHUH K OTHON
0a30BOI CTaHIIMA HE JOJDKHO TIPEBHIIATh 25 MamuH. OTO 3HAYCHHE
JIOJDKHO YYMTBIBATHCS IPU MPOSKTHUPOBAHUHU apXUTEKTYphl ceTed V2X u
pacnpenenenuu Harpy3ku Mexay RSU u mRSU.

B uccnenoBannu ObUIM pacCMOTPEHBI CIIEAYIOIUE BAPUAHTHI:

- Pasusiit npuoputet [0.33, 0.33, 0.33] — Cuenapuii, B KOTOpOM
cucTeMa CTpeMUTCs cOalaHCHpoBaTh BCE IapaMeTpbl 0e3 aKleHTa
Ha Kakoi-1inbo M3 HUX. DTOT MOJXO0] YHUBEPCAJICH, HO MOXET yCTynarh B
9KCTPEMANIBHBIX YCIIOBHSX.

- Ipuwopurer DELAY [0.5, 0.25, 0.25] — Hauenen Ha
MHUHAMH3ALUIO 33JCP)KEK, 9YTO OCOOEHHO AaKTyaJlbHO Ul KPUTHYECKU
YyBCTBUTEIBHBIX K BPEMEHH NPHIOXKEHUH (HAampuMmep, yIpaBlIeHUSA
JIBIDKCHUEM WITH BUJCOKOH(EPECHIIMH B pEabHOM BPEMEHN).

- [puopurer ENERGY [0.25, 0.5, 0.25] — Ilogxoaut ans
CIICHApHEB C OrPAaHHMYEHHBIMH SHEPreTHYECKHMHU pPecypcaMHu, HarpuMep,
IIPU AJTUTETHHON aBTOHOMHO# pabote RSU.

- Ilpuopurer ETA [0.25, 0.25, 0.5] — IlpeamouruteneH B
YCIIOBUSIX BBICOKOH MOOWJIBHOCTH WJIM 4acToro npuobiTHs/yxoma mRSU,
Tak kak MuHHMBu3aius ETA mo3BOJseT OmMepaTHBHO IepepacipencisaTh
HarpysKy ¥ IIpeAcKa3blBaTh ONTUMAIbHBIC HHTEPBAJIBI IEPEIadH.

- bes ETA [0.5, 0.5, 0] — DTOT moaxoJ UCKIIOYAeT mapameTp
ETA, 4uro CcHmXaer CIIOCOOHOCTh CHCTEMBI YYHTHIBATh JUHAMHKY
MOOMJIBHBIX y3510B. Kak NMOKa3bIBalOT pe3ysbTaTbl, IMEHHO STOT BapHaHT
JIEMOHCTPUPYET HAUXyALIME MOKA3aTeIH B YCIOBUSAX BBICOKOW IMIOTHOCTH

Tpaduka.
Ha pucynke 6 ortobOpaxkeHna 3aBucumocth MeTpuku FFF (obmas
3amepkka — «Delay», sHepromorpebnenme — «Energy», ETA) ot

KOJIMYECTBA MAIlIMH, ITOAKIIOYEHHBIX K 0HOH RSU. M0XHO OTMETHUTE, YTO
IIp¥ HEOOJBIIOM YHCIIe TOAKIIOYEHHBIX MammrH (20-23) pa3muaust MexIy
CTpaTernsiMi HEBEJIMKH, YTO OOYCIOBIEHO HM3KOH 3arpy3koil kaHama u
OTCYTCTBUEM CYIIECTBECHHBIX KOH(GIMKTOB B mnepemade. OnpHako ¢
yBEJIMYEHUEM 4YHciaa MamuH d(dektuBHocTh crpaternn «bes ETA»
(¢uonerosrrit) ObicTpo  nerpagupyer: wmerpuka FFF  cymecrBenno
BO3pPAcTaeT, 4TO CBHUJIECTEIBCTBYET O CHWKEHHH o0mel 3¢pQeKTHBHOCTH
nepegaun. B 1o ke Bpemsa ctpateruu ¢ yuétom ETA nemoHCTpHpyIOT
cTabunbHO Oonee Hu3kme 3HaueHus FFF, ocobenno B cuenapum ¢
npuoputerom ETA (xpacHbIl I[BET), YTO TOBOPHUT O NPEHMYILECTBE B
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YCIOBUSIX OTPaHMYCHHOTO pecypca W MHOABHXHOW HHQPPACTPYKTYPHL
CrtpaTerus ¢ IPpUOPUTETOM TI0 SHEPTOMOTPEOICHHIO (3eTEHBIN) TTOKa3bIBACT
cpenHio 3GGEKTUBHOCTD, YCTYMAsl MO 33JCPIKKE U 0KUIAEMOMY BPEMEHU
puobITHS MRSU.

3aBucuMocTs F or kommduectBa marind Ha RSU

= PaBHBIA npUOpUTET
NpvopuTeT DELAY

= NpuopuTer ENERGY

= NpuopuTer ETA
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20 22 24 26 28 30
KommmuectBo mammu Ha RSU
Puc. 6. 3aBucumocts Metpuku FFF oT xonmuecTBa MalmH, NoIKII0YEHHBIX
Kk ogHoit RSU

Ha pucynke 7 mnpeacraBieHa cBsa3b Mexay Merpukoil FFF
u ypoBHeM noTeps naketoB (PER).

3apucumocts F ot PER (mmoreps makeroB)

- PaBHbi npmpmeﬂ

2.25 J = MNpuopuTeT DELAY

o MpuopuTeT ENERGY
o MpuoputeT ETA
o besETA
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PER (poueHT moTepb MaKeTOB)

Puc. 7. Cesa3p mexny metpuxoii FFF u ypoBaem noteps nakeros (PER)

3necs OTYETIMBO MPOCIEXKUBAETCsS, 4YTO Hpu Bo3pactaHuu PER
3nauenne FFF Taoke yBennumBaercsi, OCOOCHHO B CLEHApHAX, HE
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yanteBatomnx ETA. OTo moaTBepKIaeT, 9To MOTEpH MaKETOB KPUTHIECKH
BIMSIIOT Ha OOMIyl0 IPOM3BOMUTENBHOCTh cucTeMbl.  CreHapuw,
yanteBatonie ETA (0cOOEHHO ¢ €ro HpHOPHUTETOM), NEMOHCTPHPYIOT
HaumeHnbliee yBenuueHue FFF mpu pocre PER, urto mnomué€pkusaer
YCTOWYMBOCTh 3THUX IMOAXONOB K YXYIUIEHUIO YCJIOBMH KaHana. B
MIPOTHBOMOJIOXKHOCTh MM, paBHBIA mpuopureT W ocodenHo «bes ETA»
TepsoT 3()(HEKTUBHOCTh NMPH JIaKe YMEPEHHBIX IOTEPSX, YTO JIENAEeT WX
MEHee MMOIXOISAIIUMH JIJIsSI OJBHIKHBIX M HECTAOMIBHBIX CETeH.

5.3akaouenne. B npexacraBneHHoit  pabdore  paspaboraHa
MaremMaruyeckas ~ MOJAENb  MHOrOllapaMeTpUuecKoil  0ajJaHCHpOBKH
napameTpoB  (GyHKUMOHMpOBaHHS V2X-CUCTEMBI, HampaBleHHas Ha
COBMECTHYIO ONTHUMM3AIMIO TPEX KIIOYEBBIX XapaKTEPUCTUK: 3aJEePIKKU
mepefadd, JHEPromoTPeOICHUS H  OXHIAeMOTO BPEMCHH TPHOBITHS
BBEIUHCIIUTENIFHOTO pecypca. LleHTpanmbHOH 3amadeid MCCIETOBAaHHSA CTaJo
MOCTPOCHUE YpaBHEHHUs OallaHca, OTPAKAIOMIETO B3aUMOCBI3b MEKIY
STHMH TTapaMeTPaMy B YCIOBHUSAX OTPAaHWICHHOW MPOMYCKHOHN CIIOCOOHOCTH
1 IEPEMEHHOM CETEeBO HArpy3Ku.

Bxutag aBTOpOB MOKHO 00OOIIUTH CIECTYIOIAM 00pa3oM:

1. TlpencraBneno 000011IeHNE BXOJIHBIX JTAHHBIX
ONTHUMM3AIIMOHHON 3amaun OamaHCHUPOBKH Harpy3ku Juist cuctemsl OBU-
RSU-EC-CLOUD c¢ knaccudukanueii uX Ha KOMIOHEHTBI: YHUBEPCAIbHbIE
MaHHbIC (BIMSIONIME HA DJHEPromoTpeOieHne ©  OOIIYI0 3aJepPiKKy),
U JTaHHBIE, OPUCHTHPOBAHHbIE HA MOOMIILHOCTD CHCTEMBI.

2. IlpemnoskeHa 3aada ONTHMHU3AINH OATAHCHUPOBKH HATPY3KH H
pacrpeneeHusl pecypcoB, MPH 3TOM Ieidb ONTUMH3AIUU 3aKI0YaeTCsS B
MUHUMH3AaOUU OOIIeH 3aJep>KKH OTBETa JUIS BCEX 3alad B MEPUOT
ONTUMU3AIIHH.

3. IlpencraBieHbl pe3ynbTaThl MOIEIMPOBAHUS Ha IpHUMeEpe
0ayaHCHPOBKM HAarpy3Kd IpH BeITpy3Ke maHHbIX THna «Real-Time Video
Streaming» 1o cpenctBam  mpoTokoida RTP, moarBepkmatomue
PaMOHATIBHOCTD HCIIOJNB30BAHUS MPEMJIOKEHHOTO MOIX0Ja K PEHICHHIO
MTOCTaBJICHHOW 3aa4l ONTHMU3AIHH.

Monens (GopManu3yeT CTPYKTYpY TPAHCIIOPTHOH CHCTEMBI B BHJIEC
OPHEHTHUPOBAaHHOTO Tpada, ¢ 3aJaHHBIMH MapUIpyTaMH JIBIKCHUS,
pasmenienneM  ctanmoHapHbIX  (RSU) w  moOmmbHbIX  (mRSU)
BBIYHMCIIUTENBHBIX Y3JIOB, a TaKkXkKe IapamMeTrpaMu OOMeHa BHIEO MEXIY
HUMH U TepMmuHaIbHbIMU  ycTpodicTBamu (OBU). HMwmutanmonHas
Mozenb [25], co3maHHas B paMkKax pa0OThl, IMO3BOJIWJIA PACCUUTATh
3aJIep>KKH, TOTEPU M SHEPro3aTparsl MPU Pa3INYHBIX CLEHAPHAX MEpeaayH,
YUYHUTHIBAIOIINX MIMPUHY KaHaJa, KOJINIECTBO 0OCITYKUBAEMBIX YCTPOUCTB 1
ypoBeHb curHana (SNR). OraenbHbie mapaMeTpbl, HCIOJB30BAHHLIE B
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ypaBHEHHH, ObUIM MOJYYEHbI B pe3yJbTaTe MOJICIUPOBAHUS, IPyrue —
BepHu(HUIIPOBaHEI HA OCHOBE paHee OIyOJIMKOBAaHHOTO pe3yibraTa [4]. Otn
JlaHHBbIE OBbLIM CKOMOMHHPOBaHbI M WHTEIPHUPOBAHbI B AHATUTUYECKYIO
MO/JICTIb.

Hdns  omeHknm  APQPEKTHBHOCTH  TEpeJadd  HCIOIB30Bajiach
MHOromnapamerpudeckast (yHKIHs, MO3BOJISIONIAS BapbUPOBATH BECOBBIC
KO3()(DUIMEHTBI MEXAy TpeMsl IOKa3aTeNsiIMH. OTO Jajlo BO3MOXKHOCTh
aJanTUpoBaTh  IOBEJCHUE  CHUCTEMbl  I0J] KOHKDETHBIE  YCIIOBHS
9KCIUTyaTalliy: HAIpUMeEp, B YCJIOBHUSX BBICOKOM IUIOTHOCTH Tpaduka
ocoOyro 3HaumMmocth mpuoOperaer ETA, Torga kKak B YCIOBHSX
sHeprofieUIUTa [ENecO00pa3HO CMeIlaTh MPHOPUTET B CTOPOHY
MUHHAMH3aLUK Hepronotpednenus. Beenénnas merpuka FFF obGecrieunna
KOJIMYECTBEHHYIO OLICHKY pA3JIMYHBIX CICHApUEB OanaHCHPOBKU, a
YHUCJICHHBIE HKCIEPUMEHTHI MOJATBEPIUIN MPUMEHUMOCTh IMOAXOHa B
3ajia4ax BbIOOpa ONTHMALHOTO MapIIPyTa U pecypca nepeaadm.

IMpoBenéHHoe WCClenOBaHME TMOKa3zaio, 4to (yHKIMs OanaHca
NpUMEHUMa KaK K TEIEMETPUYECKUM, TaK M K MYJIbTUMEIUHHBIM
(BUICOTIOTOK) CIIEHAPUSIM, aJIeKBaTHO oTpaxast WU3MEHEHUsI
MPOU3BOAUTENBFHOCTH CHCTEMbI IIPU cMeHe Tuna Tpaduka. Vcrnonp3oBaHue
paHee U3MEPEHHBIX TAPaMETPOB MOTEPh IS TEJIEMETPUUECKUX COOOIICHNUIT B
MOJICIIMPOBAHUH BHJICOMOTOKA MO3BOJIMIIO TPOBECTH MPSMOE COINIOCTABIICHHE
U TIOATBEPIHUTh YHHBEPCAILHOCTh NPEUIOKEHHOro monxxona. IlomydeHHbie
pe3yibTaTel BaXHBI JUIA IPOEKTUPOBAaHUSA V2X-CHCTEM, CIIOCOOHBIX
CTabMIILHO PaboTaTh MPU PasHbIX TPOPUISAX TpadUKa U YPOBHIX HATPY3KU.

Takum 006pa3zoM, B pe3yibTare UCCieAoBaHus Oblia chopMHUpOBaHA
npuknagHas W GopManu3oBaHHas Mojedp OamaHca B V2X-cucTemax,
oOecrieunBaroniass 00OCHOBaHHYIO OLEHKY 3((deKTHBHOCTH Iepenadn
JaHHBIX C Y4ETOM KOMIUIEKCHBIX OrpaHndeHuid. IlosydeHHBIC pe3yiabTaThl
MOTYT  OBITH  WCIIOJB30BAaHbI  IPU  IOCTPOCHUHM  APXHUTEKTYP
MHTEIJICKTYalbHBIX TPaHCTIOPTHBIX cucTeM, BKJTFOYAOLIHX
pacnpesien€éHHble  BBIYHCIUTENIbHBIE MEXaHH3MBI, M TpH pa3paboTke
aJlaNTUBHBIX CTPATETHil YNpaBleHHsS HArpy3Koil B pealbHBIX YCIOBHUSIX
sKcIUTyatanuu. B Oyayumx pabotax aBTOpaMu IUIAHUPYETCS MOCTAHOBKA
Cepur HMHTAIMOHHBIX TECTOB Ha KoMIuiekre V2X-000pymoBaHus [Uis
OIIEHKH 3P PEKTUBHOCTH pa3pabOTaHHON MOJIEITH.
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P. PLOTNIKOV, G. TAMBOVTSEV, A. VLADYKO
MATHEMATICAL MODEL OF MULTI-CRITERIA BALANCING
OF V2X-SYSTEM PARAMETERS

Plotnikov P., Tambovtsev G., Viadyko A. Mathematical Model of Multi-Criteria Balancing
Of V2X-System Parameters.

Abstract. The development of intelligent transportation systems and the introduction of
V2X (Vehicle-to-Everything) architecture place high demands on the characteristics of
network communication, such as minimum latency, high reliability, and energy efficiency. At
the same time, a decrease in one of the parameters entails an increase in another, which makes
the task of their balanced tuning relevant and practically significant. It is especially important
to consider not only the total delay (communication network delay and computational delay)
and energy consumption, but also the expected arrival time of a mobile computing node based
on a vehicle, which is an integral indicator of service quality in a dynamically changing
environment. In this paper, we propose a mathematical model for multi-parameter optimization
of V2X-system operation parameters that takes into account three interrelated indicators: total
delay, energy consumption, and expected arrival time. The model formalizes the structure of
the transport system as a directed graph with specified traffic routes, the location of stationary
and mobile computing nodes of the transport infrastructure, and the parameters of video data
exchange between them and terminal devices. The model is presented as an optimization
problem and allows tuning the system according to external conditions and application goals.
Simulation modeling methods with realistic vehicle traffic scenarios and variable network load
are used as a research tool. The results of numerical experiments demonstrate that the use of
the proposed model will allow achieving more balanced modes of system operation, reducing
the total delays and energy consumption without deterioration of the arrival time parameters.
Compared to traditional approaches based on single- or two-criteria optimization, the proposed
method provides greater adaptability and stability of V2X systems to changing operating
conditions. The findings can be useful for researchers in designing and implementing energy-
efficient and reliable distributed architectures in modern transportation networks.

Keywords: V2X systems, multi-parameter optimization, mathematical modeling,
intelligent transportation systems, edge computing, fog computing.
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A.A. AKMUMOB, I0.A. THATEHKO, P.I". BOJIFAKOB
MHOTI'OYPOBHEBASI CTPATEI'USI BE3OIIACHOM
HABUT'AIIMU U PACIIPEAEJEHUA POS BILJIA
JJII MOHUTOPUHTI A JIECHBIX ITIOKAPOB

Axumos A.A., ['namenxo FO. A., Bonbaxos P.I. MHoOroypoBHeBasi cTpaTerusi 0e30macHoii
HAaBUTAlMK U pacnpenenenns post BIIJIA 1isi MOHHTOPHHTA JIECHBIX II0KApPOB.

AHHoTanus. JlecHble moXapel SBISIOTCS OAHOH M3 Haubojee OMACHBIX H TPYAHO
HPOTHO3UPYEMBIX TPUPOJHBIX YIpo3, UYTO TPeOyeT IOCTOSHHOTO MOHHMTOPHMHIA JIMHHUH
pacIpoCTpaHCHUsS OTHS B pEaIbHOM BpEeMEHU. TpaiunuOHHBIE CPEACTBA, TaKHEe Kak
CIlyTHHKOBas CbEMKAa WM Ha3eMHble HAONIOJATENbHbIE IOCTBl, HE O00ECIeYHBAIOT
HEOOXOAMMOI OIEePaTHBHOCTH M TIONHOTHI TaHHBIX. IIepCIIeKTHBHBIM PEelICHHEM CTaHOBUTCS
HCIIOJIb30BaHKE POsi OECIIMIIOTHBIX JeTaTenbHbIX anmnapatoB (BITJIA), onHako ux a¢dexTrBHas
KOOpJMHALMSA B YCIIOBMSX AWHAMHMYHON OOCTAHOBKM M OrPAaHHYEHHBIX PECYpPCOB CBSA3H H
BBIYHMCIICHNH TpeOyeT pa3pabOTKM CIeHMalbHBIX alIroput™MoB. B pabore mnpexcraBieHa
MHOTOYPOBHEBasi CTparerust ympasieHus poem BILJIA, oObequHsIOmAs TpU MEXaHH3Ma.
T'opu3oHTaBHAS HABHTAIMS PEATH3YETCS METOAOM HCKYCCTBEHHBIX NMOTEHIMAIBHBIX MOJIeH
(Artificial Potential Field, APF), o6ecnieunBaroniM npUTsDKEHUE K JIMHAM (POHTA TOXKapa U
OTTalKMBaHHE OT NPENATCTBUII M coceqHMX ammapaToB. PacnpenenéHHBIE MPOTOKONI
COIJIaCOBAaHMS CTa0WIM3HpYeT TIOJeT Ha OOliedl ONOpHOH BBICOTE, YTO TapaHTUPYET
COIOCTaBUMBIC YINBI 0030pa. [y ONTUMalbHOTrO paclpeneNieHus BIONb JIMHUHM (poHTa
HCTIONIB3YeTCsl MOMU(UUMPOBaHHBIN anroput™ post yactun (Particle Swarm Optimization,
PSO), mo3BomsIOmMiI CHU3HUTH KOHKYPEHIHMIO MEXIYy JApPOHAMH ¥ YMCHBIIUThH JIMLIHUE
MaHEBphL. IIpoBeneHa cepusi BBIYMCIHMTENBHBIX JKCIIEPUMEHTOB, B KOTOPBIX COIOCTABIICHBI
knaccuueckuit APF u rubpuny APF+PSO juis pernenus 3agaun ontUMU3anuy GpyHKIHOHATIA
s¢dexruBrocT nBmKeHUs posti BIUIA. I'mOpumnas cxema APF+PSO cHipkaer 3HaueHue
¢dyHkumoHana 3 GeKTHBHOCTH MOYTH Ha IOPSIOK [0 CPABHEHHIO C KIACCHYECKHM METOIOM
APF; ymeHblIaeT BApHaTUBHOCTH IIOBEICHHS POsi; MIOJJEPKUBAET COIIACOBAHHYIO BEICOTY Oe3
BBEIPQ)XCHHOTO IepeperyIupoBaHusl H 00eCIeYnBaeT KOPPEKTHBIA 00XO0J NPENsTCTBHIl IpH
IBIDKyIIeMcsl (poHTe. MUHNMaJBHBIE MEXIPOHOBHIE IWCTAHIMU HE OITyCKAaJIHCh HIDKE
MOPOrOBOTO 3HAYEHHMs S5 M, YTO MOATBEPXKIAET COOMIOJEHHE TpeOOoBaHMI O€30MacHOCTH.
ANTOPUTM JEeMOHCTPHPYET YCTOIUYHMBOE CIEKCHNE 32 ABIDKYIIUMCS ()POHTOM Ha MPOTSDKEHHU
BCEIO TOPU30HTA MOJCIHPOBAHMS, O0OECIeUMBas KOPPEKTHHIH 00XOX  IpPEeNsTCTBUIL.
Pa3paboTanHas cTpaTerusi cO4eTaeT BBIYUCIMTENBHYIO IPOCTOTY C BBICOKOH HaJEKHOCTBIO.
JlanpHeiimme ucciaenoBaHus OyXyT HAaIPaBIICHB! HA YYET JaHHBIX OOPTOBBIX CEHCOPOB (BHIEO
1 TEIUIOBU30pPOB), MOJENUPOBAHHE BIMSHUS BeTpa M pernbeda, aHANN3 3aJepiKeK U MOTeph
CBSI3M, A TAKXKE PACIIMPEHUE AITOPUTMA Ha KpymnHbie rpynibl BITJIA.

KiroueBbie ¢€/10Ba: HCKYyCCTBEHHbIE MOTEHIMAIbHBIE IIOJs, aJrOPUTM pOs YacCTHIL,
pacnpesienéHHoe yNpaBieHue, MHOIOYpPOBHEBAasl CTpATErMsi, HABUTALlMs pOs, ONTHMHU3ALM
MapIIpPYTOB, COTTIACOBAHHE BHICOT, THOPHJIHBIC AITOPUTMBI.

1. BBenenne. MaciiraOHble saHAmadTHBIE TI0XKapbl OCTAIOTCA
OJTHOM u3 HauboJee TPYIHOIPEICKa3yeMbIX u ObICcTpO
SBOJIIOLMOHUPYIOINX ~ Yrpo3 JUIsl  DKOCHCTEM, HWH(PacTpyKTypsl H
HaCEJICHHUs, ¥ MOTOMY TPeOyIOT HENpephIBHOTO HAOMIOACHHUS 32 (PpOHTOM
pacupocTpaHeHHsl OrHA B peainbHOM BpemeHH [1]. Kputuueckue pemenus
(Kyna HampaBUTh Ha3eMHbIe OpHIajbl, KaKOW OdYar BO3TOpPaHUS TYIIUTh
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B IIEPBYIO OYepeab, KaK 3BaKyHpOBATh JIIOAEH) MPUHIMAIOTCS Ha OCHOBE
nHPOPMAIUK O TEKyIIeM MOJOXEHWH W CKOPOCTH TPOIBIDKEHUS JIHHUU
orus. Ha ¢opmy u HampaBnerne GppoHTa moxkapa KaXIyl0 MUHYTY BIHSIOT
BeTep, BIAKHOCTH, penbed W HaImdue roprodero Marepuaia. CIryTHHKOBas
chéMKa AT CHUMKH JIMIOB Pa3 B HECKOJIBKO YaCOB, a HAa3eMHBIE MOCTHI
HaOJIOICHUS PEAKO OXBATHIBAIOT BCIO 30HY OeAcTBHsA [2].

Hcnons3oBanne posi OECHMIOTHBIX JICTATENbHBIX —amNapaToB
(BIIJTA) wactmuHO pemiaer NpodJeMy OIEpaTUBHOTO cOOpa IdaHHBIX.
JIpoHBI CHOCOOHBI OJHOBPEMEHHO CKaHHPOBATh OOJBLIYIO IUIOLIAJb,
nepefaBaTh  TEPMOKAApbl B pealbHOM  BpeMEHH U paboTats
B TPYIHOJOCTYIIHBIX HJIM ONacHbIX paioHax. Ho cama mo cebe rpymma
JIPOHOB HE TapaHTHPYET BBICOKOE KauecTBO HabOmoneHuit [3]. B ycmoBusix
OBICTPO MEHSIOIIEHCS KapTUHBI MoXKapa (UKCHPOBAHHOE TIOCTPOCHUE POSI
BIJTA ObicTpO OTCTAET OT peaNbHOTO KOHTYpa, HHINBUAYAIbHBIC PEaKIIHN
IPOHOB TPHUBOIAT K pacmamy pos W K MOSBICHHIO HE3aKPBHITHIX yYacTKOB
HaOmonenus. Ilepemada kaxkmomy BIIJIA momHOTO TIO0aNBHOTO IUTaHA
monéra B peaslbHOM BPEMCHH IMPAKTUYCCKH HEBO3MOXKHA, TaK KaK KaHal
CBSI3W B 30HE IMOXKapa MeperpykEH, a BEIYUCIUTEIBHBIE PECYpChl OOPTOBBIX
KOHTPOJUIEPOB OrpaHU4YEHbl. J[OMOMHUTENbHBIM PUCK CO3Jal0T MaHEBPHI B
3aJIbIMIEHHON cpeze. PacTéT BEpOATHOCTH CONMMKEHNH MEXAY arnapaTaMmu
U TIOTaJaHMs B 30HBI MTOBBIIIEHHON TeMIepaTypsl. HakoHel, TeroBH30psI
U BHUIEOKaMephl MMEIOT OrpaHHYEHHBIN YToJI MOJS 3peHHs, MO3TOMY Ui
MOJyYCHHUsT HETPEepPhIBHOM MO3aMYHOW KapTHUHBI TpeOyeTcs yaepKUBATh
MOYTH OJUHAKOBYIO OIOPHYI BBICOTY Hajg peIbeOM MECTHOCTH,
oOecrieynBas COIIOCTABUMBIC MACIITa0bl HAOMIOACHUS IS BCEX alapaToB.

Takum o00pa3oMm, BO3HMKAaeT akTyaJbHas 3ajadya: Ha OCHOBE
JIOKJILHBIX W3MepeHnit 1 oOMeHa nHpopManuen ¢ ONmKalIIuMK COCelIIMH
paspaboraTh pacnpeneNéHHBI aNropuT™M KoopauHaumu pos BITJIA,
KOPPEKTUPYIOLINH TPAaeKTOPUU B PEAIbHOM BpPEMEHHM, YASPKUBAIOIIUN
TpymIry BAOJb TEKyHIeH JTWHUM (DPOHTA OTHS, BHIPABHUBAIOIIUI BEICOTY
moJiéTa W COXpaHSAIOMUKA PaboTOCIIOCOOHOCTh TIPU TOpPHIBAX BETpa,
MIOSIBICHIH HOBBIX OYaroB M KPaTKOBPEMEHHBIX MOTepsx CBsA3W. [Ipum sToM
ITOPUTM JIOJDKCH YKIIAABIBATHCS B JIOCTYITHBIE PECYPCHI CETH U OOPTOBBIX
BBIYHCIIEHU.

2.0030p TeMaTHYecKMX Hay4HbIXx pabor. BIUIA cram
HEOTHEMIIEMBIM UHCTPYMEHTOM Juist paHHEro oOHapy>XeHHs
U pearupoBaHMsl Ha JIECHBIE IOXKaphl, IOCKOJIBKY oO0ecneynBaloT cOop
JIAaHHBIX B PEXKUME PEATbHOIO BPEMEHH, UTO SIBIAETCS] KPUTUUECKU BaXKHBIM
¢daktopom s neiictBuit mpu UC [4]. Ocoboe BHUMaHUE YACTICTCS
MOBBIIIEHUIO 3())EeKTHBHOCTH OOHApY>KEHUSI U OLICHKE JTUHAMHUKH ITI0XKapa
CPeACTBAMU OJMHOYHBIX M TpymnoBbIX riathopm [5, 6]. JlanHbie
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HaOJIOIEHUH CITy)KaT OCHOBOW OINEPATHBHBIX peUIeHUH (pacrpeaeiacHust
Ha3eMHBIX CHJI, BBIOOPA MPHOPUTETHBIX YYACTKOB TYLICHUS] U OpTaHU3aIMN
9BaKyallld), MOITOMY TpeOyeTcs NPaKTHUECKH HENPEPBIBHOE MOKPHITHE
JTUHAMHYECKN U3MEHSOLIETocs: ppoHTa OTHS.

Jst CYILECTBYIOLIEHN poOIEMBI MIPEATI0KEHBI KaK
aNrOpUTMUYECKHE, TaK M  OPraHM3alUOHHO-TEXHUYECKUE  PELICHHA.
Iloxa3ana cTpaTerusi COBMECTHBIX JeiicTBuil Heckonbkux poes BIIJIA Ha
OCHOBE YJIyYIIEHHOT'O ONTHMH3ALHUOHHOTO alrOpUTMa, OOecreyrBaromas
corjlacoBaHMe 3ajady ¥ MapUIpyToB B MeHsIoleiics oOcraHoBke [7].
Onucanbel cucteMbl MOHUTOpHHIa ¢ npumeHeHuem BITJIA: apxutektypa,
TUIIOBBIE T0JIE3HbIE HATPY3KH, KaHAbl MEpeAadyd JaHHBIX, 0COOEHHOCTH
pa3BEPTBIBAHUSA M OTPAaHUYCHHS PEAIBHOIO INPUMEHEHHs, a TaKkKe
MpaKTHYeCKHe PEKOMEHAAMN TI0 oOpraHm3anuu HaOmomeHmin  [8].
IMpencraBnens! knaccupukanuy mwIaTGopM MU ONEHKA WX HPUTOJHOCTH IS
MOHHUTOpHHTrA [9].

CoBpeMEHHBIE ~ METOJBI OTMEYa0T  CMEIIEHHE  AaKIIEHTa
K pacrpeenéHHbIM OAX0AaM U allfOPUTMaM, CIIOCOOHBIM aJaNnTHPOBATHCS
K ObIcTpo MeHstomieiics oOcTaHOBKE Ha (poHTE mokapa. B wactHOCTH,
OHJIAHHOBBIE ¥ I'MOPUIHBIE METO/IbI OLICHKH (DPOHTA MOKapa MCHOJIB3YOTCS
BMECT€ C BEpPOATHOCTHBIMH U 3BPHUCTUYECKMMHU IIJIAHUPOBIIMKAMHU
MapuIpyTOB, YTO IMO3BOJSET CTPOUTH TPAGKTOPHUH C YUETOM OrpaHHYCHHUN
CeTM W BBIUHCIUTEIBHBIX PECYpCOB, HAIpUMep, MpPHU IUIAHUPOBAHHUU
MapIUIpyTOB B cpellaX ¢ HeHaAekKHOH cBsa3bio [10].

B pabGore [11] mpemmoxkeHa coBMecTHas cXeMa pacHpeielcHUS
3amad u Mapupyrmsanuud rpymmbl BITJIA B auHaMuYHOW OOCTaHOBKE
Ha penbedHOH MECTHOCTH. Tpaexropuu IUTAHUPYIOTCA o
MHOTOKpPUTEPHATBHOMY ¢yHKIMOHATTY, YUHUTBIBAIOLIEMY BpeMms,
MOKpBITHE/yron 0030pa, mepenanbl BHICOTHI M MOTOAHBIE PUCKH IIPU
orpaHun4eHusx cBs3u. [Ipu 3TOM He Bcerna BBOAUTCA SIBHBIM MEXaHU3M
pacnpenenéHHOro COraacoBaHMs MapaMeTpoB MOJETa MEXIy amnapaTami,
HanpuMep, BEIPaBHUBAHKE BBICOTHI WIIN YTJIOB 0030pa Kamep.

Hapsgy ¢ rmobGanpHONW ONTHMH3AIMEH MapiipyTa W JIOKATbHBIMHU
0o0XxolaMM TIPENSATCTBUI BakKHA YCTOWYMBOCTH IIOCTPOEHHS TPYIIIBL
Heob6xoanmo mpenoTBpamars «pasBaim» posi MPU BHEIIHUX BO3ACHCTBUSIX
(BeTpoBBIE TOPBIBEI, HOBBIE OYarW II0Kapa, KPaTKOBPEMEHHas MHOTEps
CBSI3M), a TAK)KE MOJJIEP)KUBATh OOIIYIO BBICOTY MOJETA M CBSI3HOCTH CETH.
CoBpeMeHHbIEe ~ PabOTbl  IpeUlaraloT  paclpesieI€HHbIE  3aKOHBI
B3aUMOJICHCTBUSL MEXAY COCeIsIMH M CXEMbl (OPMHUpPOBaHHA PpOS,
MO3BOJISIIOINME IPU BHEIIHMX BO3MYIICHHUAX COXPAHATh CBA3HOCTh
IpynmnoBoro rpaga ¥ BO3MOXHOCTH areHTaM IepecTpamBaThCsi B poe
B OTCYTCTBHE TJI00abHOTO HEHTPATN30BaHHOTO KoopauHaTopa [12].
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B 3agauax pacnpenenéHHOro  ympaBJ€HHS ~pPOEM  IIHPOKO
UCTIONB3YIOTCSI METO/IBI COTJIACOBAHMS COCTOSHHUM (IIOJI0’KEHHE, CKOPOCTb,
BBICOTa) HAa OCHOBE JIOKAJLHOTO OOMEHa JaHHBIMH. B pabote [13]
MpeAToKEeHa MHOTOYPOBHEBAast apXUTEKTypa pacnpenenéHHOro
COTJIACOBAHMUSA U KPYITHOTO pos: Mepapxudeckuii rpad B3ammoneiicTBuit
(ypoBHH moarpadoB) COXpaHsAET CBA3HOCTh M HAAEKHOCTD IIPH POCTE YUCIIA
BIUTA. B kaxxJaoM ypOBHE MPHUMCHSIOTCS MOTCHIUAIbHBIC (QYHKIIUU IS
(dopMHpOBaHUS ~ LIEJNEBOU KoHQuUrypauum  u IIPEeJOTBPALLCHUS
CTOJIKHOBEHHIA; Jlajiee peasin3yeTcs BhIpaBHHUBAHUE KYypCOB 3a cYET oOMeHa
nHdopmanueil BHyTpH U MEXAY YPOBHSIMH, YTO YCKOPSIET YHH(DHUKALHUIO
HAIIPABJICHUN JBU>KCHHUS.

OBpUCTHYECKUE QITOPUTMBI, Takhe Kak reHernueckuii (Genetic
Algorithms, GA), wypaBeunblii (Ant Colony Optimization, ACO),
spomonnonHble (Differential Evolution, DE; Covariance Matrix Adaptation
Evolution Strategy, CMA-ES) akTHBHO NPUMCHSIOTCS B IUIAHUPOBAHHUU
tpackropuil BITJIA, MOCKONBKY MO3BOJISIIOT ONTUMU3HPOBAThH CIIOXKHBIE
HenrHeHbIe QyHKIHoHANH [ 14, 15].

I'enernueckue anroputMsl 0coOeHHO 3()(EKTHBHBI B AUCKPETHBIX
KOMOMHATOPHBIX 3aJadax MapHIpyTH3alMM W pacHpeiesieHus 3aJaHui
U TpeOYIOT Ha Ka)JIOM LIare ornepaniu «0TOOp, CKpEelIBaHHE, MYTaIuN»
4acTo C MpPOLEeAypaMd BOCCTAHOBJICHHS JOIIYCTHUMOCTH pEIIeHWH Ipu
HapyIICHUH OTpaHuueHui [14].

MypaBbiHBIE ~ QITOPUTMBI  OPUEHTHUPOBaHBI  Ha  rpadoBbIe
JIMCKPETHBIC MTOCTAHOBKH M IOJIEPKHUBAIOT (DEPOMOHHBIE CTPYKTYpHI [14],
OOHOBJICHHE KOTOPBIX CO3MAET BBIYMCIMTEIbHBIE M KOMMYHHKAIIHOHHBIC
pacxoabl M MHEPLMIO M3-32 HCIIAPEHMs, YTO HEXKENATEeIbHO NpH OBICTPO
MEHSIOIIEHCS IMHUK (POHTA MOXKapa U JOKAILHOM 0OMEHE B poe.

HenpepsiBubie 3Bomoronnsie Meronsl (DE, CMA-ES) ycnemHo
NPUMEHSIOTCS B IutaHupoBaHuu [10], HO TpeOYIOT MHOTOKPATHBIX OLICHOK
neneBoid GyHknum (DE) wmmm paboThl ¢ KOBapHAIMOHHOW MaTpHICH
pasmepuoctd Dx D (CMA-ES), 4Tto moBbIIIaeT pecypcoéMKoCcTh paboThl
Ha Oopty BITJTA B pexuMe OHIalH.

Ha ocnoBe meronma onrtummsanuu post gactun (Particle Swarm
Optimization, PSO) [16] B paGote [17] npemioxeH yaydiIeHHBIH METO[
LGPSO (Lévy-Greedy PSO), B xortopom k knaccuueckomy PSO
00aBIEHB! CIydaifHble IIard Ui BEIXOAA M3 JIOKAJIBHBIX MHHHMYMOB
(monéter JIeBW) M MpaBHUIIO MPHUHATHSA IIara ¢ MCHOJB30BAHUEM <OKaIHOTO»
anroput™a. B TpEXMEpHBIX CLEHapusAX 3TO MPUBOJAHUT K OoJee TIIaJAKUM
TPAaeKTOPUSAM C yMEPEHHBIMH HA0OpaMu BBICOTHI, CHIXKCHHUIO YHEPro3aTpar
1 TIOBBIIICHAIO YCTOWYMBOCTH monéTa [18].
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OpHuUM W3 MIHMPOKO NPHMEHSEMBIX MOAXOAOB JUI JIOKAIbHON
HaBUTallMM ¥ YCTOWYMBOrO 00XOAa TPEMSATCTBUI SBJIAIOTCA METOJBI
HNCKYyCCTBEHHBIX MOTEHIMANbHBIX moiei (Artificial Potential Field,
APF) [19]. Onnako xiaccuueckas moctaHoBka metoga APF ummeer psg
OTPaHWYCHUI: CKIOHHOCTh K TOMAJaHUIO B JIOKAJBHBIE MHHUMYMBI
MOTEHIMATIBHOTO TIOJIS, BO3HUKHOBCHHE HEXKENATEIbHBIX KoNecOaHWH U
N30BITOYHON M3BWIIMCTOCTH TPACKTOPUH, & TAKIKE PUCK HEAOCTHIKUMOCTH
LIEJTU TIPYU CII0)KHOW KOH(UTrypatuu npensrctsuii [20].

PaGora [21] paccmarpuBaeT  KOMOMHALMIO  YJIYYIICHHOI'O
uckycctBeHHoro  moteHnmansHoro monst  (IAPF) ¢ mportokonom
cornacoBaHus. [Ipe/uIo>KeHHBIH QITOpUTM HaleleH Ha (opMmupoBaHKe
1 BOCCTaHOBJICHHE OXXHMJAEMOT0 TOCTPOEHHUS IOcie 00X0oaa MpensTCTBUN
C IOCTIKCHUEM COTJIACOBAHUS 110 OTHOCHUTEIHHOMY IIOJIOKECHHUIO, BHICOTE
u ckopocty BIUTA. Kaxxaplii anmapaT KOPpPEKTUPYET KypC M YACPKHUBAECT
3aJaHHYI0 TE€OMETPUIO CTposd C Y4€TOM WU30EraHust CTOJKHOBEHHH
U cIe0BaHMs TpaeKTopHH. [Ioka3aHbl yCTOHYMBOCTD M MAacIITaOMPYEMOCTh
MOCTPOCHHSA, a TaKKe CrIaXeHHble Konebanmsa Kypca BIIJIA npu
MOJEIUpPOBaHuu [22 — 24].

Takum 00pa3oM, CyLIECTBYIOIIME MOJAXO/bI TOKa3bIBaOT, 4TO0 PSO-
anropuT™Mbl 3(GGEKTUBHBI JUIS TUIAHUPOBAHMS MHOTOLIENIEBBIX MaplIpyTOB
BIUJTA ¢ yueTtoM 0€30MacHOCTH W SKOHOMHUH dHepruu [17]; sABIsIOTCS
MIPAKTUYHBIM KOMIIPOMHUCCOM AJIs1 O0PTOBOIO MPHUMEHEHHS; COOTBETCTBYIOT
HETIPEPBIBHOM MIOCTaHOBKE; YCTOMYUBHI K HETJIaIKOCTH "
MHOTOKPUTEPHAIIBHOCTH; WX  peanm3aumust He TpeOdyeT  TsKEIbIX
NOMYJSIMUOHHBIX cTpykTyp [10, 13, 14, 16]. Mertoasl coriacoBaHus
COCTOSTHUH BMECTE€ C HCKYCCTBEHHBIMH IIOTCHIMAIbHBIMU  IOJSIMHU
obecrieunBaroT 0€30MacHOE CIUIOUYEHHOE JIBIKEHHE JPOHOB C OBICTPHIM
BOCCTAHOBIICHMEM TMOCTpoeHHusl [23]; MHOTrOypOBHEBOE COIJACOBaHME
rapaHTHpyeT MaclTaOupyeMOCTh M YCTOHYMBOCTH IIpU  OOJBIIOM
kxonmuectBe BITJIA [24]. B Hameii paboTe MbI HHTETPUPYEM ITH UACH IS
peLIeHus 3aJaddl CIEXEHUs 32 (POHTOM IOXKapa, I MOAICPKUBACTCA
KOJUISKTHBHOE  paBHoBecue poss bBIIJIA mo  omopHOH  BBICOTE
1 ONTUMH3HPYIOTCS TPAEKTOPHH TI0JIETA TI0 MHOTOIIETIEBOMY KPHTEPHIO.

3. MaTtemaTuyeckass MoJedb Yympasienuss poem BIIJIA. B
OOpTOBOH MpaKTHKE NMPUMEHSAETCA HepapXHUIecKasi CTPYKTypa yNpaBICHUS
neratenbHbIMU anmnaparamu [1, 2, 10]: BHyTpeHHUil (OBICTPBI) ypOBEHb
CTaOMJIM3UPYET OPUCHTALMI0 M peajHu3yeT 3aJaHHble JIMHEWHbIS/YIIOBbIE
YCKOpEHHUs ammapara, a BHEUIHUN (MeJUICHHBIN) ypOBEHb pellaeT 3agadu
HaBurauuu  (BeOET  IOJIOKEHHE/CKOPOCTh,  (DOPMHPYET  ONOpPHBIE
BO3ICHCTBUS U pacHpeessieT anmnaparsl 1Mo LenH).

CrenaeMm psij TOMYLICHHUH.
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1. BHyrpennuit ypoBenp ympaBieHuss bBIIJIA ¢ momomibio
aBTOMWJIOTa OBICTPO CTAOWIIM3HPYET OPHCHTAMI0O U 00ecrednBacT
coOfo/IeHNe OTPAHNYEHHUH 110 YCKOPEHUSM.

2. Buemmwmii ypoBeHbP JEHCTBYeT Ha CYIIECTBEHHO OoJjee
MEIJICHHBIX BPEMEHHBIX MacIITadax W 3aJaéT OTOPHBIC BO3ACUCTBUS IS
nBkeHUs. [Ipu 3TOM XapakTepHbIe CKOPOCTH W YIJIBI KpeHa/TaHTaxka
OCTarOTCSl yMEPEHHBIMH.

3. BIUJIA mpencraBisieTcs reOMETPUYECKON TOYKON ¢ Maccol 6e3
COOCTBEHHBIX pa3MepoB U 0€3 SIBHOM BpallaTeIbHONU JUHAMHKHY.

BBeZleHHI)IX ,HOHyHJ,eHHIZ J0CTaTO4YHO, '-ITO6I)I B Ka4yeCTBEC
MaTeMaTH4eCKOM MOJEeIM, ONUCHIBAIOIIEH JUHAMUKY U YIIpaBJeHUE
MONETOM BILJIA, paccmaTpuBaTh YIPOLLIEHHYIO TOYEUHYIO
KHHEMATHIECKYI0 MOJICTTh BHEUTHETO YPOBHA 0e3 MOTepH aJeKBaTHOCTH Ha
rOpU30HTE MaHupoBanus [1, 2, 10].

Jnsa kaxporo apowa i, i=1,N BBenéM cocrosuue, X; =(x;, y,,k),
rae (x,, y,) — TOpU3OHTaJbHas MO3ULMsA, /i, — BHICOTA HaJ 3eMJIEH.
3aMeTHM, YTO BEKTOp COCTOSHMSA M yHPABIAIONINE BO3ACHCTBHS ABISIOTCS
(GYHKIMAMHI BpEMEHH . 3aBUCUMOCTB OT BPEMEHH JUIsl KPAaTKOCTH 3aIiCH
OITyCKaeTCs, €COM 95TO HE HMEET MNPHHIMNUANBHOTO 3HAYEeHHs JUIs
U3JI0KEHUS.

BeicoTa /; MOAAEPIKMBAETCS OTAENBHO II0 paclpesieNéHHOMY
3aKOHY COIJIaCOBaHMsA, YNpPABJIAIOMEe ACHCTBHE HANMpsAMYIO 3agaéT
YCKOpEHHE arnmapaTa, a TOPH30HTaIbHOE TOJNIOKEHHE MOTyJaeTCs ABOHHEIM
MHTETPUPOBAHHEM YCKOPEHHUS MO BPEMEHH

p;=u;+F, (D

rae p; =(x;, y;) — TOPU30HTaNIbHAs KOOpAUHATA { -T0 JIPOHA, U; — BEKTOP
YIPaBIAIONIET0 yCKOpeHHs (BHEMHui mnaHupoBmuk), a F, — Bexrop

PE3YJNBTHPYIOIUX CHWJI OT MCKYCCTBEHHBIX MOTECHIUATOB (IPUTKECHHE K
(bpoHTY NnoXapa, OTTAIKUBAHUE OT IPEMSITCTBUI U OT JPYrUX JPOHOB).

Jus 3¢pdexTuBHOrOo  yKJIOHEHHMS  OT  NPEmITCTBUH  IpU
¢dopmupoBaHun Tpackropuu X npumeHuM meron APF [25]. Cymmaphnas
cuna F; na BIIJIA cknaznplBaeTcs U3 COCTaBIISIOIIUX:

F,=F,+ > F,+>F, )

0€0bst i#j
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rae F, ; — npuraruBaromas cuia K uenn (imHus $ponra noxapa), F; , —

OTTAJIKMBAKOIIass Cujla OT KaXIoro IpEeHiATCTBHA O HU3 MHOXECTBA

npemsitctBuit - Obst ,  F, moreHnuan ot apyroro BIUIA

00eCTICUNBAIOIIUI TPEAOTBPAIIICHUEC CTOJKHOBCHHA W MOJCIUPYIOMIUN
KOMMYHUKAIIMOHHEIH BEC.

OnumeM KKy Pe3yIbTHPYIOIYIO CHITy B popmyrre (2).

Iputskenue k GpoHTy moskapa. LleneBas koHpHUrypamus — 3TO
cormacosanHas nmuHus u3 BITJIA, cnexyromas 3a tuHAEH GpoHTa OXKapa.

@poHT B O00meEM ciuy4ae MpPEACTaBIsIET COOOW HENPEepHIBHYIO
KPUBYIO Ha MECTHOCTH, H3MCHSIOUIYIOCS BO BpPEMEHH C OTPaHHICHHOMN
CKOpPOCTBIO0 0€3 CKauyKOB ¥ pa3pbhIBOB. I ONEpaTHBHOTO 3aJaHUs (QpOHTA
OylneM HCIOJIb30BaTh €ro AMCKPETHOE IPEACTaBlieHHE B BHIEC Habopa
ONOPHBIX (PEHEepHBIX) TOYEK §, , MU3BIEKAEMBIX M3 TEPMO- H

MYJIbTUCTIEKTPAIBHBIX CIyTHHKOBBIX JAHHBIX M IMOCTOSHHO OOHOBIISIEMBIX
M0 Mepe TOCTYIUIeHHs HOBBIX HaOmomermit [1—3, 23]. OtH Toukm
YIOPSZIOUUM 10 JUIMHE OYTd U 10 HUM IIPOBEIEM KYCOYHO-THHEHHYIO
anmpoKCHUMAIMI0 KpuBOW nuHMH (poHTa. B pesymprare chopmupyem
OpHEHTHPOBAaHHYIO0  JIOMaHyl  L(f), 3afafouryl0  COIJIACOBaHHBIC

KacaTeJIbHbIE U HOpMaJIU, UCIIOJIb3yeMble B 3aKOHAX YIPABICHUS.

B  mpakTuke =~ ONEpaTUBHOIO  MOHUTOPHUHIAa  MOXAapoB U
JUCTaHIIMOHHOTO 30HAUpoBaHus ¢ npuMeHeHneM BIIJIA opueHTHpoBaHHas
JIOMaHasi SBJSIETCSl CTaHAApTHBIM (opmaroM 3amaHusi Mapuipyra (Habop
TOYEK W OTPE3KOB), COBMECTUMBIM C OOPTOBBIMH ILTaHHpOBIIMKamu [10].
AZICKBaTHOCTh KYCOYHO-JIMHEHHOM ammpoOKCHMAIlMH O00ECIeUnBaeTCs MpH
€CTECTBEHHBIX IS IPAKTUKH JOMYIICHHAX:

1) orpanmdeHHas KpUBU3HA JHHUU (poHTa Ha pabodem
TOpU30HTE (B MECTaX BHICOKOH M3JIOMAaHHOCTH Y3JIbl yTOUHSIOTCSA);

2) dactoTa OOHOBJICHHS Y3JIOB JIOMaHOW BBIINIE XapaKTEPHOH
ckopoctn  nedopmanuu  ppoHTa, UTOOBI ommOKa, 0OyCIOBICHHAS
3aIepKKOM OOHOBJIEHMS, OCTaBanach CYIIECTBEHHO MEHbIIE JOIYCTUMOM
UTUPHHBI 30HBI CIICKEHUS;

3) mar MexIy COCEIHHMH OIOPHBIMH TOYKAMHU COTJACOBaH C
MIPOCTPAHCTBEHHBIM pa3pelIeHUEM HCXOIHBIX JAHHBIX.

[Mpu ynydiieHrH Ka4ecTBa U 4aCTOThI HAOJIIONEHUH aNpOKCUMALINs
aBTOMAaTHUECKH YTOUHSIETCSl 0e3 M3MEHEHUS CTPYKTYphl ympasieHus. s
3a7a4, TPeOYyIOMMX IOBBIIIEHHOW TIAJKOCTH, JIOMaHas MOXET OBITh
3aMeHEeHa CIIaiHOM 0e3 MOIU(UKALNK IPUHIIUIIOB YIIPAaBICHUSI.

Uro0Owr poit BITJIA mocnemoBan 3a nuHUEH (QpoHTA MOXKapa, BBEACM
MPUTATUBAIOIINI MTOTCHIIAT
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1
Ui, .= lp; -5, 3)

rae o >0 — KodpPUIUEHT MPUTHKECHNS, PETYIUPYIOMNN CHITy CTPEMIICHUS
K JIMHUM U 00CCIICYUBAIOIIUI TUIABHOCTH MOJATATHBAHUS POHOB K JIMHUHU
(¢poHTa 6e3 pe3Knux OPOCKOB.

B xauectBe ynpasistomero BosneiictBus Ha BIIJIA paccmoTpum
aHTUrpaguenT notennmana U, ;

F 1 =-VyUir

Cuna F,; HanpapieHa 10 HOpMald K JoMaHod L(t) , To ecTh

NepHEeHANKYIISIPHO (PPOHTY, U JINHEHHO PacTET C OTKIOHCHUEM.
OtrankuBanue or npensarcrBuil. BIIJIA nomxHbl ynepxuBaTbcs
Ha 0e30MacHOM PACCTOSIHUM OT HEIOJBIDKHBIX U MOJBIKHBIX MPENSTCTBUN
(nepeBbeB, cTOJIOOB, TOPHBIX BBICTYIIOB, @ TAKXKE ONACHBIX 30H C BBICOKOMN
TEMIEPAaTypol MM CMOra), KOTOpble NpEJCTaBIAIOTCA TOYKOH p,

¥ PaJLyCOM BO3JCHCTBHS dyp, .

Iycts d;, = ||pl- —p,,” — paccTosiHUE OT IpOoHa i 10 o0bekTa 0. Jlns

KaXXI0Tr0 MPEIATCTBUSA O BBCACM MOAC/IH OTTAJIKHBAIOIICTO ITOTCHIHUAJIA
Ui o - KaK TOJIbKO APOH BTOPracTcs B 30HY BOSHGﬁCTBI/Iﬂ 00BEKTa 0 , TO €CTh

dj, <dy, , 3amyckaercs notenuman U; , B BUIE KBaApaTHIHOH QyHKImH:

1 1 1

B ———— |, d, <d,
Ui,a = 2B dio dsafe ’ e

0, diuzdsqfé;

rae >0 — ko3(hUIMEHT OTTAJIKMBAHUS OT MPETATCTBHH, 3aMafomIdi
KECTKOCTBH Oapbepa.

Cuna  OTTaJKMBaHUS, KaK AaHTUTPAUCHT  OTTAJIKUBAIOIIECrO
noreHimana U,  , OyaeT UMETh BUJ:

i,0°
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V Ul{)’ d <d?afe’ B L_L pl d <d
F,= 0, d >d = d;y dsqfe io

io = cafe >

safe>

d,>d

> io = “safe*

Eciun npon mpubmmkaercs K HpensarcTBuio, To cuna F; = pactér

OYeHb OBICTPO M IPU STOM YIEP)KHBAeT allllapaT 3a HpelesiaMH ONacHOH
30HBI.

B3aumopeiictBue me:xkay BIIJIA. UToOb1 m30eXaTh CTONKHOBEHHHA
U 00ecHeYuTh COTJACOBAaHHOE IBIKEHHE, MEXIYy IPOHAMH BBOJHUTCS
JIOTIOJTHUTEJIBHBIH MOTEHIMAl OTTAJIKUBAHUSI 10 OTHOIIEHHIO K OJIM3KHM
coceasiM

.
-p,|<dj.

Ly

-
0

WHaue,

>

rae d; — MHHUMAJIbHAST JUCTAHIN MEXIY APOHAMH, KOTOPYIO BEIOMPAIOT
TaK, 4TOOBl KaMephl HE 3aCIOHSUIM JPYT JApPyra M OCTaBaJIOCh BpeMs Ha
peakuuio; ki/- — KO3(Q(UIMEHT OTTAIKUBAHUS MEXIy areHTamu (4em kii
Gombuie, TeM cuibHee oTTankuBaroTes ApoHel). Cuna F, ; nelictByer

TOJIBKO NP KPUTHIECKOM CONIKEHHH, a TIPH yTPO3€ CTOIKHOBEHHUS OBICTPO
YBEJIMYUBAET AUCTAHIUIO.

VU dy<d |k Y o) dy <d

Lj> 7y y? y

0 4y = d’f’ 0, d,>d;.

g =y

OTTankuBaromas Cwia CHMMETPHYHA OTHOCHTENBHO [IpoHa j

Taxum 06p330M, CHJia OTTAaJIKMBaHMA Fij obecrieunBaer HYJICBOC

B3aMMOJEHCTBHE HA IKEJTAEMOM pACCTOSHHH H IIPOIOPIIHOHAIBHOE
OTTaNKWBaHWE TPH  HENOIYCTHMOM  COMIDKCHWH,  IIpeIoTBpaInas
CTOJIKHOBEHUS MEXIy APOHAMH, HO HE pacIyCKas CTPOI MpH AOMyCTUMOMN
JTUCTAHITHH.
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OOHOBpPEMEHHO C CHWJIAMH TOPH3OHTAJIBHOTO  TEPEMEIICHHS
peanm3yeTcs pactpeneeHHbBIH 3aKOH COTIIACOBAHUS BBICOTHI C OIIOPOii [26],
obecrieynBAOLIMH MTONET BCETO POsi HA 3aJaHHOW OMOPHOW BBICOTE h,;; B

OTCYTCTBHUC HLCHTPAJIU30BAHHOTO KOOpJAWHATOpPA. OHOpHaH BBEICOTaA hgrid

3amaéTcsl periiaMeHTaMH  CBSI3W/0€30MacHOCTH. JTO O3HA4aeT, 4TO ISt
JMO00TO IpoHa i

lim (5, (1) = hgig ) = 0, 4)

TEM CaMbIM pa30poc BBICOT HCUE3aET, U POil BHICTPAMBACTCS HA OMOPHOM

BBICOTE /g, -

Jnst  peammzaruu  TpeGoBaHUs (4) BBOAMTCSA paclpemaenEHHBINA
JTUHAMHYECKUH 3aKOH COTJIACOBAHUSI BHICOTHI IEPBOTO MOPSIZIKA C OMIOPOH

Ty =k, (= )4 b (g — 1) 5)
JEN;
k, >0 — xoadounuenT cormacoBaHus (4eM 3Ha4YeHHE OONBIIE, TEM

ObICTpee NPOMCXOINUT BbIPaBHUBAaHUE BCEX A, ); k., >0 — koapuuuent

HPUBA3KU K ONOPHOI! BbIcOTe; N; — MHOXKECTBO coceliel poHa i B rpade

CBSI3HU.
B 3akone (5) mepBoe cnaraeMoe CriaXHBaeT OTKJIOHEHUS
OTHOCHTEJIFHO COCEIHHX JPOHOB, BTOPOE OOECICUMBACT MPHUBEICHHE

BBICOTBI K OLIOPHOM BBICOTE /g, -

Bce HeoOxomumble namsi  Ge30macHOrO MW IEJIECOO0Opa3sHOTO
MepeMeIIeHus] TPeOOBaHUS y)KE 3aJI0KCHBI B CTPYKTYPY MOTCHIUANIOB (2):
NPUTATHBAIONINA  WieH  (OPMHUPYET  «IIOTCHIMAIBHBIA  KOJOJCID
(JloKampbHBIH MHUHUMYM) C JIHOM HAa JIMHAM OTHS, TaK 4YTO TPagUCHT
HanpaBiseT Tpaekroputo BIIJIA k 3To#l nuHMHM, a OapbepHBIC YJICHBI
o0ecneunBalOT HM30€raHue OMACHBIX 30H U COOIIOJEHHE MHHHMAIbHBIX
mucTaHiui. Ecau moBepxX 3TOro Mmojisi BBOJWTH CIIE OJMH BHEUTHHMA
IJIAHUPOBIIUK W; , BO3HUKAcT OyOnupoBaHWe QYHKIHMI U pPETynsATop
JIOJDKEH YPaBHOBEIIMBATH COOCTBEHHBIE KOMAaH/IbI ¢ TeMHu ke cuiamMu APF,
OT Yero YyBENWYMBACTCS BBIYUCIHUTENIbHAS CIOXKHOCTh W YCIOXKHSETCS
JIOKa3aTeIbCTBO YCTONUMBOCTU. [103TOMY TpUMEM HHIKEHEPHOE pEIllCHHE
OTKa3aThCs OT OTJEIBHOIO U; ¥ HEMOCPEACTBEHHO UCIOIb30BATh IPaJUeHT
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MOTEHIMAJIBHOTO MO Kak KoMmaHxy. DopMmanpHO 3TO SKBHBAJCHTHO
cirydalo, korja B ypaBHenuu (1) u; =0.

Takum 00pa3oM, pe3yNbTHPYIOMAs BEPTHKAIEHO-TOPU30HTAIbHAS
cxema ynpasiyieHus: poeM BIIJIA BeIrigauT Tax:

p;=F

i’

hi =k, Z(hz —h; )+ Kyer (hgrid B hf) ©
JeN;

lopusonTaneHeiii  BekTOop F;  HempepelBHO — pearupyer Ha
IOBIOKYIIHICS GpOHT moxapa L(f), Toraa Kak BEpTHKAIFHOE COTIACOBAHHE

(5) rapanTHpYET IKCIOHCHIIMAIEHOE BEIPABHUBAHKE BCEX BBICOT, HE TPEOys
BHELIHETO JInjepa.

[Mpunsras  ynpoméHHass wmozmens (6) coueraer B cebe
BBIUUCITUTEIBHYI0 JIETKOCTh W TpeOyeMble CBOHCTBa 0€30MacHOCTH:
rOpu30HTANbHBIN rpamueHT APF pearupyer Ha nuHamuKy (poHTa moxkapa
U TPEMATCTBHSA, TOrJAa KaK TIPOTOKOJ COIJIACOBAHHS CTAOWIM3HPYET
BBICOTHOE PaCIIOJIOKEHHE POSI.

4.3agaya onTUMHM3AIMH MAPIIPYTOB W  YNPaBJSIOMIHUX
Bo3aeiicTBuii Ha poii BIIJIA. 3agaua s pos u3 N IPOHOB 3aKIIIOYAETCS
B TOM, 4YTOOBI HEMPEpPBIBHO CIEIOBaTh BIOJNb JHUU (pouta L(Z) ,

COXpaHds CETOYHYHO COTJIACOBAHHYIO OIIOPHYIO BBICOTY noiéra h ¢ 1 IIpu

gri
3TOM MHHUMM3HPYSI:

- yrox o030pa NIpoHa IS OXBaTa HamOojiee MHUPOKOW 30HBI
(dpoHTa KaMepoi;

—  DHEProsaTpaTsbl, 3aBUCAIINE OT JIMHBI TPACKTOPHH U KPYTU3HBI
MOTBEMOB;

~  PHCK CTOJIKHOBEHHS C MPEISITCTBUAMH (JepeBbs, penbed, 30HbI
CHJILHOTO TeIlj1a) JUIsl oAiepKaHus 0e301acHON IMCTAHIINH.

Torma meneByro (QyHKUMIO, oONHUCHIBarOImyl0 3(dexkTHBHOCTH
nBuxeHus post BIUJIA, npencraBum B Buae

J=Jg+Jp+Jp, 7

rae J, — YIIOBOM moOKasarens, J; — DHEPreTUYECKMH IIOKa3aTelb,

JR — IOKa3aTeJib pUCKa CTOJIKHOBCHUS C MPCHATCTBUAMU.
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Ha wroroBeiii pesynaprar ¢yHkimonana (7) sddekTuBHOCTH
JIBIDKCHHUST POsI BIMSIIOT 3HAUYCHHUS, TIOJIyYEHHbIE OT KaXKIOTO JpOHa B poe,
TO €CTh

N
J(0) =Y 7,0, @®)
i=1
Ji(®) =g i () + 0pJp (1) + 0 g (D), )
roe  J;(f) — OKanmbHBIM BKIAA i-TO JAPOHA;  KOI(D(PUIUEHTH!

®g, O, Op >0 3a4ar0T OTHOCHUTCJIIbHYIO BaXHOCTb HIMPOKOI0 OXBarta,

9KOHOMHH OaTapeu u 6€301macHOCTH COOTBETCTBEHHO [13].
Wcnone3ys Monens (6), 3amaauM mokaszarenu (9) A JIOKaIbHOTO
BKJIa/1a KaXI0TO ApOHA B GYHKINOHAT 3(P(PEKTUBHOCTH OBIKEHUS Pos (8).
YrioBoii nokasareisb. [IycTb JpoH NETUT HA BBICOTE /; U JOJIDKEH

KOHTPOJIMPOBATh OTPE30K JMHMM (poHTA IIMHOM [ (TOuKH s,

CepelMHbl  OTPE3KOB). MUHHMMaNbHBIM TpeOyemblii moiyyron o63opa

1./2 .
0; :arctg(’h— . Torma yrmoBoW mokazarens Juisi i -TO JpOHA
i

I
Jo =02 =arctg?| ——|.
0,i i arcig (2]1}

i
JHepreTuyecKuii Mokasareab. 3a OIWH JUCKPETHBIH TakT At

TOPU3OHTAJILHBIA MpoOer IpoHa paBeH "pl-(t)—pl-(t—At)" , BEpTHKaJbHBIH

npober |hl- &) —h(t- At)| . Mouenb ynensHbIX 3aTpar:

Te.0 = pi0)=pi e =20 4l 0) A,

rae y;, >0 — oTHOCcHTeIbHAS «I0POrOBU3HA» U3MEHEHHS BBICOTHI.

Iloka3aTenbs pHCKa CTOJKHOBEHHSI C MNpenATCTBHAMH. J[nd
KaXXJ0ro OJM3KOro MPEMATCTBHSA O (IEPEBO, CKANbHBIN BBICTYI, TOPSIHN
ouar) U KaXx1oro 0JM3Koro cocefa j BBeneM mrpad
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2
1 1 *
Bops(dip) =Bl ——= s Ouan(dy) =ky(d;—d;)3,

d

io safe

rae x, =max{x, 0}. Torna pucku CTOIKHOBEHUS U TEPMUIECKUX 30H:

Tri = D bon(io)+ D buan ().

0€0; JEN;

Takum oOpa3om, 3amada CBOIUTCS K YIPABICHUIO CHCTEMOM
muddepeHMaIbHbIX ypaBHEHHH (6), OMHMCHIBAIONINX IBIDKEHHE Ka)KIOTO
BITJIA, ipu 0JHOBPEMEHHOM COTJIACOBAHUH BBICOT C IEJIHI0 MUHUMU3AIUN
¢yakunonana (7).

5. Ilpumenenue wmeroga PSO k 3amaye onTUMH3aLUH
MapIIpyTOB u YHIpaBJISIOIIUX BO3/JelcTBHI. Beencunslit
MPUTATHBAIOUINIA TOTeHIUAI (3) TapaHTHPYET, YTO KaXKIBIA JPOH OBICTPO
CTPEMHUTCS K TOUKE OrHeBOrO (poHTa L() B HANpaBIEHHH, MAPAILUIETEHOM
BekTOpy HOopMmanu. OIHAKO OJHOTO TOJBKO HOPMAIBHOTO TPHUTSHKEHUS
HEIOCTaTOYHO, TaK Kak, €CIIM HE T00aBUTH PACIpPECIAIONIero MeXaHu3Ma,
JIPOHBI MOTYT CKOHIIEHTPUPOBAThCS HA OJHOM Y4YacTKe JMHHUH, OCTaBUB
JIpyrue CerMeHThl 0e3 HaOmojeHus, 0o OyAeT BHICTPOEHA TPACKTOPHS,
TpeOyromas JUIHUX MaHEBPOB U pacxoia OaTapeu.

Jlyis paBHOMEPHOTO M DHEProcOeperarwmero pacupeeiicHus BI0Jb
camoit ymHMu L(¢) no0aBUM IUIAaHUPOBOYHBIN CJIOM TIIOGAILHOIO IMOMCKA.
B kauecTBe Takoro ciosi BEIOEpEeM MOUCKOBEIH cioi anropurma PSO [16],
IIe KaXIOMy JPOHY COINOCTaBHM COOCTBEHHYIO «YACTHILY», KOTOpas
CYIIECTBYET He B IPOCTPAHCTBE PEabHBIX KOOPAUHAT P, , a B aOCTPaKTHOM

IIPOCTPAHCTBE O KEJATEJIbHBIX IO3ULMH S, Anroputm  PSO  Gyner

l
ONTHMU3UPOBATh  PACIOJIOKEHHE  JAPOHOB IO  TAaHTEHIHAILHOMY
HAIPaBICHUIO OTHOCUTENBHO JMHUU (ponTa L(?).

ITycTs IS KakKAOTO MOMEHTA BpeMeHHM {* jumma nomaHol (ponTa

napametpusoBaHa abermccoit  ayru s [0, S(*F)] u  oroGpaxeHuem
L(s,tk):(x'L‘, y'L‘) , toe S(t*) — cymmapmas anmHa Beeil TOMaHOW B
momenT ¥ . Jlns kaxmoro mpoHa i BBOAMTCS CKAISIPHAS BHpTyalbHAs
KOOpAMHATa si(tk), ONpeIeIsomas MoJ0KEHUE 3aKPEIUIEHHON 3a HUM

TOYKA Ha JuHUM (poHTa. Tekymas Uelb NPUTATHBAONICH CHIBI
dbopmupyercs Kak sl.(tk )=L(sl-,tk ) ; UMEHHO K OJTOM TOYKE HampaBjieH
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1 2
IpaJueHT —Eoc”p[—s[” B  ¢opmyine (3) @I IOPUTATHBAIONICTO

noreHuuana. M3-3a Toro, 4ro §; Bceraa npuHamuexur L(f), HopMaib K
(GpoHTYy coxpaHseTcs, a caM (POHT OcTaéTcs CAUHCTBCHHOW Hecylien
JIMHHUEH, Ha KOTOPOH pacroyiaractcs po.

YroOBbl YMEHBIINTh BBIYUCIUTEIBHYIO HATPY3Ky, Oy/IeM NPUMEHSTh
OJIHOTIAPAMETPUYECKYIO Bepcuio anroputMa PSO, rie cocTosHue YacTUIlbI
OTPAHMYMBAETCS OJHOW CKAaJIAPHOM BEIMYHHOU si(t"). IIpu sTOoM BCe
atpuOyTel MeToga PSO (moumckoBas CKOpOCTh, JHYHAs IMaMsATh U
rio0abHas MaMATh) OCTAIOTCS, HO KaXKIbIA JPOH-YACTHIA OYAeT XpaHHUTh
1 OOHOBJISATH TOJBKO CBOH.

B mauvane mara t* JacTHIAa i OIICHWBACT CBOM JIOKAJbHBLIN BKJIIAJ
J;, IpH 9TOM Ka)kJasi KOMIIOHEHTA B LieJeBoi GyHkuuu (8) 6epér B pacuér
JUIOb BEJMYWHBI, OTHOCANIMECS K CaMOW dYacTuIle W ee OMmKalmmMm
coceqsiM. Beruucnenne He TpeOyeT MOJTHON KapThl MOJIOKCEHHS BCErO POs
U TI03TOMY JICTKO BBIMOJIHSACTCS Ha OOPTY.

CpaBHUB J; ¢ XpaHiuMcA B IaMiATH 3HAUEHUEM, YacTHLA
OOHOBJIIET CBOIO JIMUHYIO Jyulllylo adcuuccy P, eciiM HOBBIA pe3yiabTar
okazancs myume. [locie oOMeHa COOOIMIEHMSAMH MEXAY ONmKaWmmMu
YacTUIIAMH OTIpeNeNIsIeTCs TI00aIbHbIN modeautens: G OyneT paBeH TOMY
si(tk ),i=1, N , IpH KOTOPOM JOCTHUTAeTCs MHHHMMAaJbHBI W3 BCEX
JIOKANbHBIX TOKa3arened. Jlasee mnpuMeHseTCs KIacCHYECKOe MPAaBHIIO
M3MEHEHUs TIOUCKOBOM cKopocTh M mno3uuuu meroga PSO Ha m -oit
urepanuu [16]:

m

a1 | -
w' =ow" +or(B=s/"")+en(G-5""),

rge P, — sydmas mo3unus  -Od 4acTHLB! (JMYHBIA OIBIT); G — IydIlas
MO3MIMS BCEro pos 4acTull (ToOajbHBIA OMBIT); ® — KOI((UIMEHT
HHEPIUH CKOPOCTH; ¢, ¢; — KO3(DOHIMEHTHI, ONpeiessIOlne BIUSIHUE

JUYHOTO M KOJUICKTMBHOI'O OIIbITA; 1,7, — cnyqaﬁm,le quciia H3

mpomexxytka [0, 1] . B ciydae BbIxoma si(tk) 3a TIpeneNnbl MPOMEXyTKa
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[0, S(t" )] HEOOXOAMMO OTpPa3WUTh BHPTYATbHYIO TOUKY si(tk ) OT KOHILIOB
MPOMEXKYTKa.

OnwucaHHas TpoLeypa BBIIOJIHSAETCS HECKOJIbKO pa3 moapsiy (Tpu-
ISTh MUKPOIIAroB) MPEXAe YeM NMEeperTH K pacuéTy CHII MCKYCCTBEHHOT'O
nojs.  OJTOro  JOCTaTOYHO, Tak Kak  (QPOHT  MeXIy  JAByMs
MOCTICIOBATENbHBIMA TI00ABHBIMHI [IaTAMH MEHSETCS HE3HAYHTEINBHO,
anMyHas W 1io0ajbHAas ~ MaMATH  YacTHII  yXE  COZIepiKar
CTaOmIu3UpoBaHHble  npuOmkeHua.  IlomydeHHsli  HabOop s, ("
nepenaércsi CWIOBOMY CJIOIO, TA€ (OPMHUPYETCS IPUTSITUBAIOLIMN
IPaJMEHT, JIOMOJIHIEMbIA TOTCHIIMATAMU OTTAJIKWUBAHHS OT MPEMATCTBUN
TIPH MaJIbIX MEXIAPOHOBBIX TUCTAHIMAX. Mojens (6) mepeMeraeT anmapar
OIDKe K HOBOM IIEJTH, TTOCTIE YETO BECH IIMKJI IOBTOPSIETCS.

Jnsg momcka ONTHMANBHOW pPACCTAHOBKU OECIHMIIOTHHKOB BIOJb
JBUKYyIIErocst (ppoHTa moxkapa L(¢) mpuMeHsieTcsl AByXypOBHEBas cxema
yrpasieHus. [lepBblii MOMCKOBBIN yPOBEHb 3aKJIIOYACTCS B TOM, YTO Ha
Ka)XKI0OM JUCKPETHOM BPEMEHHOM Iare f, BHENIHUE JaTYUKH OOHOBIIAIOT

reoMeTpuro JMHUM L(#;) , NPOTOKOJ corjacoBaHus (5) KOPPEKTUpYET
BBICOTBI, @ poeBblid IuaHUpOBIIMK (Merox PSO) cnsuraer mapamerpsl
5;(t"), TeM cambiM 3anaBas HOBbIE TOuKH S, . BTOpOii cHiIOBOI ypoBeHb

(meton APF), ommcaHHBII MexaHWYEeCKOW MoJnenbio (6), MepecunuThIBACT
IPaJIMeHThl MOTEHIUANOB M 3aJaéT YCKOPEHUs! JBOWHOIO HHTErparopa,
KOTOpble IUIABHO  MOATATUBAIOT  peajbHble KOOPAMHATHL P; K

(OKCJIAaTCIIbHBIM» TOYKAM §; Ha (prHTe.

Takum o6pazom, meroa PSO oTBedaeT 3a rio0anbHBIN, MyCTh Jaxe
HAeaJNCTHUECKUH, TTONCK KoHpuryparmuy, a meronx APF mpeBpamaer stot
MTOWCK B (PM3UYECKH OCYIIECTBUMYIO M O€30MaCHYIO TPACKTOPHIO.

6. F'uopuansblii anropurm APF+PSO.

Oran 1. Manmmammamus (¢ =0) . IlogroroBka mepen crapToM
MHCCHH.

1. Ilomyuuts ucxoanyro somanyto ¢pponrta L(0) u e€ muHy nyru

S§(0) , 3a1aTh OMOPHYIO BBICOTY /1g,;; -

2. Jns kaxmgoro apoHa I, i =1,N BbIOpaTh HavyalIbHYIO aOCHHCCY

i—1

5;(0)= N_1
3. Jlna metoma PSO 3aaath moucKoBbIe TapaMeTphI:

S(0) (6a3zoBoe paBHOMEPHOE pacHpeIelICHHE).
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W (0)=0, B =5,0),J(R)=+.

4. 3apars xoHctanTel APF u cormacoBanus «, f, 7.k, u
napametpsl PSO @, ¢, ¢, .
5. 3adukcupoBaTh AWCKPETHBIH mMar BpeMeHH Af W YHUCIO

Mukpomaros M st Metoga PSO 3a takr.
Ortan 2. OCHOBHOM LIUKII IO AUCKPETHOMY BPEeMEHH 1, =k At .

1.  Axryanu3anust Cpefibl: OT BHEIIHUX CEHCOPOB MOJYYHUTh HOBYIO
gomanylo L(t,) m cnucoxk mpensarctBuii  O(f;) ; OIHOBPEMEHHO

¢bukcupoBats JNIMHY 1yru S(t;).
2. OOMEH BBICOTaMU U COTJIACOBAHUE:

Bt = byt )~k A () =yt )+ by Atllgg =Dt ).

JEN; (1)

3.  Bayrpennuii nouckossrii nuka PSO (mnst m =1,M ).

a.  JUIA KakIOTo JAPOHA BBIYMCIMTH JOKambHbIH BKiax J,'(f,) B
neseByro GyHkwio (8);

6. obHoBuTb smuHyro mamsTh: ecmu  J;(t)<J(P) , ToO
B=s" 1), J(B)=J" (1)
B.  0OHOBHTH r00anbHYIO mamsth: ecmu G(t,) =argminJ(P), to
i
P= Slf”‘l (), J(R)=J!" ()

T. JJIs1 Ka)KﬂOﬁ HYaCTHUIbI 06HOBI/ITL cec CKOpOCTL U ITOJIOKCHHUC:
- 1 -
W' () = ow" () e (B =" () + ¢y (Gt ) =i (1))
4
s (t) =5 W) +w ()
. €CJIn TII0CJIC 06HOBH€HI/I§I CKOpOCTI/I yacTUlla BBIXOJUT 34

JIONyCTUMBIN nuanas3oH [0, S(tk )], TO OTpa3uTh YaCTULLY:

m B =5 (t.), 57" (8,) <0,
() = 255 s (1), s" (1) > S(F);
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c. 110 3aBCPIICHUH BHYTPEHHETO ITIOMCKOBOT'O ITUKJIA:

s;:(2) =SiM(tk)’ w; () = sz(tk)-

4.  Beraucmuts cuiisl APF:
TOYKA LeNH s,(t, ) = L(s;(#;), #,) 5
0. cwia IPUTSDKCHHS K JTHHUU QpOHTA:

®

F, [ (tp)=—a(p;(t) —8;(1)) 5
B.  CHJIBI OTTAIKHUBAHHUS OT MPEMATCTBHUIA:

Fl,o(tk) == vaiUi,o 5

0e0;(t,)

T. CHJIBI MEXKXAPOHOBOI'O B3aMMOJICHCTBHS:

Fi,j (tk) = _zvpiU[,_j 5

it
I.  CyMMAapHbIE CHIIBI:
F@t)=F (t)+F () +F ().

5. OOHOBUTH KOOPAMHATHI POs NIPOHOB. lIpowmHTErpHpOBaTH Ha
uHTepBane At muddepennuanbHoe ypaBHeHme P, = F;(f,) ¥ momydunTh

p; (), p(ty) -
Oran 3. 3aBepuienue. I[loproputrs maru 1 — 5 osrama 2 jans
k=1,.., LT/ AIJ . B pesynprare Oyayr moiydeHBl TpPacKTOPHH

p,(#), hi(¢,)  Bcex  BIIJIA,  oOecneuuBaroniye  MHHUMU3ALUIO

¢dyskuuonana  sddexkTuBHOCTH  ABWXKeHHA  J () < ZJ,M (t,) 1pu
i
coXpaHeHHH 0e30MaCHOCTH U COTJIACOBAHHOM BBICOTHI MOJIETA.

7. BeruucauTeNbHbIH JKCIIEPHMEHT. Jns IIPOBEPKU
paboTOCHOCOOHOCTH — NMPEAJIOKEHHON  apXUTEKTYphl — yNpaBiCHUS H
KOJINYECTBEHHOW OLICHKH €€ XapaKTepUCTUK OblIa mpoeneHa cepust uz 50
BBIYHMCIIUTEIbHBIX DKCIIEPUMEHTOB. B paMkax KOMIIBIOTEPHBIX CUMYJISLMN
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MOJICIMPOBAIOCH KOOTIEPaTUBHOE compoBoXxIeHNe poem n3 N BITJIA 3a
JIBIDKYIIMMCSI KPUBOJIMHEWHBIM (DPOHTOM HOXKapa ¢ Y4ETOM MPENTCTBUI U
OTpaHUYEHUIl Ha MEKAPOHOBBIE PACCTOSHUS.

YucneHHble SKCHEPUMEHTHI BBINOJNIHEHBI B cpexe Python 3.11 ¢
ucronp3oBanueM O6ubimorek NumPy 1.26 u Matplotlib 3.8. Beruncnenus
MpOBeICHBI Ha HOYTOYKe ¢ mporeccopoM Intel Core 17-11800H u 16 I'Gaiit
OIEpaTUBHOU MMaMSATH.

[TpuBenemM mapaMeTpsl MOAEIH U AJITOPUTMA.

Pa3mep posi. B paborax [1 —3, 10, 23] m0 MOHUTOPHHTY JIECHBIX
MOXapOB OTMEYACTCs, YTO B PEANbHOH OSKCIUTyaTallid HPUMEHSIOTCS
HeOompmme Tpymmel BIIJIA mu3-3a orpaHmueHuMii kKaHama CBs3W (TIonoca,
MIOMEXH, 3aJbIMIICHNE), TPEOOBAaHNH K HaI30py ONEpaTopoB M OOPTOBBIX
BBIYUCIIUTENBHBIX pecypcoB. IloaTomy paccmaTtpuBaercs poil uz3 N =6
JIPOHOB.

XapakTepucTUKu (PPOHTA MOKaApa M BPeMEHHOH ropu3oHT. J[ns
MMHTAINU JUHAMHKH [0)Kapa BBOJWTCS MPOJOIBHBIN Apeiid ¢poHTa OrHs
BIOJb OCH X :

Y(x,6) = 30 +108in(0,05(x = v 1) + 0,10).

Kaxmoe monoxeHne TOYKH (POHTA CO BPEMEHEM CMEINACTCS
Ha Ax=v, [ B TOPH30HTAIbLHOM HANpABJICHUH, CKOPOCTh Jpeida

mocrostHaa v, . =0,5(m/c). Takol Tum IBHXKEHUS (PPOHTA MOACTHPYET

front
€ro TMPOAOJBHOE pPACIPOCTPAHCHHE [0 MECTHOCTH, HampuMep, MOJ
JIeHCTBHEM BETPOBOTO IEpeHOca MK 0coOeHHOCTEH penbeda.

BeiOpanHass cHHycOMIalpbHO JApeddyromas KpuBas —  9TO
MHUHHMAaJIbHasi BOCIPOM3BOAMMAS MOJENb HECTALOHAPHOTO (pPOHTA CO
CTPOTO OTPaHUYCHHBIMU HAKJIOHOM, KPHUBU3HOW M CKOPOCTHIO M3MCHCHUII.
Ona nocTaTouHa, YTOOBl HAAEKHO NMPOBEPUTH YCTOWYHMBOCTE M MOBEICHUE
QITOPUTMa CONPOBOXKACHHUS POEM.

IIpocTpancTBenHast minHa BOJMHBL GpoHTa A =271/0,05~126(M).

Hpu dukcnposantom X dasa 6(x,#) =0,05(x—v,,?)+0,1t Mensercs Bo

BPEMEHH C YTJIOBOM 4acCTOTOM

o, =00/0t=0,1-0,05v,,, =0,075(paod/c),

4TO COOTBETCTBYeT mepuony 7, =2n/w, =84(c) - IMoatomy BBIOEpEM

ropu3oHT MoaenupoBarust 7 30-100 c, Tak Kak OH 3aXBaThIBAET Pa3roH U
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KaKk MUHHMYM OJWH YCTaHOBUBIIMHCS IUKI aedopmarmii (=~ 84c ), 4rto

JOCTaTOYHO AJISL OLICHKH YCTOHYMBOCTH U PEKHMOB COIIPOBOXKACHHUSL.
Iar waTerpmpoBanus At =0,1 (¢)=10(I'm) — TUnmuIHAs YacToTa

BHEIIIHEr0 KOHTYpPa aBTOIMIOTA.
IMapamerpsl APF. Koaddunument npursokenus k gppoury o =0,2
IIpu  Ar=0,1(c) »>bdexTuBHBIH AUCKPETHBIA IIar  MPUTSIKCHHS
aAt=0,2-0,1=0,02 (2 % owubku 3a TakT), 4TO AAET XapaKTEPHOE BpeMsI

3aTyXaHHA MOPAIKA HECKOJIBKUX CEKYHJ M MCKIIOYAeT MepeperyIupoBaHme
MIPY THITAYHBIX CKOPOCTSX POSI.
CornacHO HOPMATHUBY MEXIYHAPOJHON OpTaHU3AINH TPaXTaHCKOW

asuammn (ICAO) [27] MEHEMATEHOE MEKIPOHOBOE paccTosuue d = 5(M)
=5(m) .

Takum o6Opa3oM, 5M — MHHHUMAJbHO JOMYCTHMBIA HWHTEPBAI MEXKIY

n paaunyc BO3H€ﬁCTBHﬂ MCKAY APOHOM U TMPCIATCTBUEM d

safe

anmapaTtaMyd U MUHAMAaJbHAasl TUCTAHIMS IO OMTACHOTO 00BEKTa.
Kospduument  orrankuBanms ot  mpemstctBuil S =100;

KO3(QQUUUCHT OTTalKMBaHUs MexAy ApoHamu k; =50 . Ilapamerpst

BBIOpaHBI Tak, YTOOBI MPH NPUOTIKEHUH K TOPOTY SM OTTaJKHUBAIOIINN
«YCKOPSIOIINIT» TPaJUeHT ObUI COM3MEPUM C peajn3yeMbIMH BHEUIHUM
KOHTYpOM ycKopeHHMsMH (mopsiaka Im/c’? ), a mpu Gomee OmnacHom

commxennn ( 3M ) — BospacTan g0 3—4Mm/c’ M cpabaThiBal 10 BXOAa

B 3aIIPETHYIO 30HY.

IpensitctBuss u  omacHble 30HbI. CrenepupoBansl O =10
TOYEYHBIX OOBEKTOB (OTIEIbHBIC [EPEeBbs, CKAIbHBIE BBICTYIIBI, TOPSYUC
ouarn), aOCIMCCBI KOTOPHIX  paclpeac/ieHbl  PaBHOMEPHO  BIOJIb
paccMmarpuBaeMoro ydactka (ppoHTa, OpAMHATH — MO 3aKOHY HOPMaJIbHOTO
pacnpeneneHus. Paguychl OmacHbIX 30H BOKPYT MPEMSTCTBUNA CUMTAOTCS
HE3HAYUTCIBHBIMU 110 CPABHEHUIO C d,, , TO €CTh APOH pearupyer Ha

HPENATCTBUE TONBKO BOM/IA B 30HY 5M BOKPYT HETO.

Hapamerpst PSO. KommaectBo mumkpomaroB M =5 . UroOsr
COXPAaHUTb MHEPLUIO BJIOJb ABIKYIIErocs (poHTa IpUMEM =1, paBHbIE
Beca <«JIMYHOM» M «rI00albHON/CONMANBHONY MaMATH ¢ =¢, =1,7

HCKITIOYAIOT CUCTEeMATHYeCKWH Jpeld K OJHOMY U3  TIOJIFOCOB
(MHOMBHIyadbHAS MAMITH MPOTHB OOIIETO JYyYIIEeTO), YTO BaXXHO IPH
PaBHOMEPHOM HOKPBHITHH (DPOHTA.
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AJ'll"Opl/lTM corjjacoBaHus BbICOTBI. OnopHa;{ BbICOTA

h,., =100(M) COOTBETCTBYET ONTHMAJBHOH BBICOTE 0030pa IpU

grid
MOHHTOPHHTE IIOKapa W HaXOAWTCS B O€30macHOM JHama3oHe IIo
OTHOLIEHHIO K oyaram orud [27]; xoadduuuent cormacosanus kj, =0,1

¥ KOO GUUMEHT NPUBA3KH K ONOpHOH BbicoTe K, = 0,05 BHIOpaHBI TaKk,

9TOOBI  O0ECICUNBANIUCh  YCTOWYMBOCTh, OTCYTCTBHE KOJNCOAHWHA U
JIOCTIDKEHHE TpeOyeMOol TOYHOCTH IO OMOpHOW BBIcOTE 3a ~8—10 c.
Ces3HOCTh Tpada OOMEHa IO BBICOTEC IOJJCPKUBACTCA IHMOO dYepes
MOPOTOBYIO JANILHOCTH (COCEISIMH CUUTAIOTCA JPOHBI B pamuyce 30w ),

00 ¢ MOMOIIBI0 CIy4aifHOTO rpad)a ¢ BEPOATHOCTHIO HAIMYHS KaXKJOTO
pedpa okoio 0,5.

HauanbHble ycioBusi. VcXoIHbIe MO3UIMU APOHOB BBIOHUPAIOTCS
mobmm3ocTr oT  (poHTa mMOXKapa. JIpOHBI CTapTylOT Ha HEOOIBIIOM
(DUKCHPOBAHHOM HOPMAJIBHOM DPACCTOSIHUM T033a1d JIMHUU OTHS (OKOJIO
l1om To3amu ¢poHTa, UYTO obecrmeuynBaeT H3HAYaJbHO Oe30macHoe

yZ[aJ'IGHI/Ie) U C PaBHOMEPHBIM pacHupeACJICHUEM BJOJIb y4JacCcTKa q)pOHTa.
HauvanbHble BEICOTBI JAPOHOB 3aJ1aHbI C pa36p000M OKOJIO 0H0pH0171 BBICOTEI
h

grid *
Ikcnepumenr 1. CpaBHeHue 3HaYCHUH (dyHKIIOHATA
s dextuBHOoCcTH ABrokeHus (7) meronamu APF u APF+PSO.
CpaBHUBAIOTCS [[Ba IMOJX0Jla TOPU3OHTAILHOIO YIPABIECHUS POEM:
KJIACCHYECKHH  «PEaKTHUBHBIN» KOHTYp Ha OCHOBE HCKYCCTBEHHBIX
noreHimanoB (APF) m rubpupmenii xortyp (APF+PSO). O6a xonTypa
paboTaroT B MACHTUYHBIX YCIOBHAX. Ha Ka)XKIOM TakTe MOAEIMPOBAHUS JUIS
o0enx  Tpynm  BBIUMCIACTCS  TEKyllee 3HAa4eHHE  (YHKIHOHANA
3¢ GeKTHBHOCTH ABIKEHUS post J (¢) , onpenensemoro ¢popmynoit (7).

Jis  HarnmsgHOCTH M3MeHeHHMs (QyHkumoHama J(¢f) 1OKa3aHbI

B jtorapuMudeckoil mkaine mo ocu opauHat (pucyHok 1). Cepus uz 50
CUMYJISILIMK TIOATBEPAMIA CTATHCTHYECKYIO YCTOHYMBOCTH PE3yJbTATOB.
Jnsa rubpunroro anroputma APF+PSO 3naueHus QpyHKIMOHaNA B CpeHEM

HaXo4ATCS B IIpelesax HOpsAaKa 10° —104, TOrAa Kak sl KJIaCCUYECKOIrO

APF aHanoru4sele 3Ha4eHHS BBIYHMCIAIOTCA Ha ypOBHE 10* —10° . Takum

obpazom, mepexox or APF k APF+PSO mnpuBoauT K yMEHBIIEHHUIO
3HaueHuH QyHKunoHana J(¢) MOYTH HA OWH MOPSIIOK.
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107 —— APF (cp.)

APF 95% a1
——- APF+PSO (cp.)
10°F e APF+PSO 95% V1

=
o
O

J(t), nor. wkana

=
o
S

=
o
W

Puc. 1. 3nauenns pyHxiponana 3¢ pexTuBHOCTH ABIKeHus post J (1)

JUIA pa3JIMYHbIX aJlrTOPUTMOB

Jlnst obomx anropuTMOB HAOMIONAIOTCS KOJEOAHWS 3HAYCHHH
¢yakunonana J(¢) (pucyHok 1), omHako WX pa3Mepel M XapakTep

paznuunbl. s APF Bennuuna oTkiioHeHuid konedanuit nocruraer 20-25%
OT CpeJHero 3HaueHHs (QyHKIMOHama. DTO CBSI3aHO C TEM, YTO alTOPHTM
UCTIONIb3YEeT TOJBKO JIOKAJIbHBIE IPAJNEHTHl UCKYCCTBEHHBIX ITOTEHIIMAJIOB.
Kaxnplit 1poH pearupyer Ha Oiipkaiiliee OKpY>KEHHE, M 3TO IPHBOJIUT K
KOHKYPEHIIMM 32 COOTBETCTBYIOIIME YYAaCTKH (pPOHTa M 0Opa3oBaHUIO
BEIPQKEHHBIX PAa3HOCTHBIX pexnMoB. B cmygae APF+PSO komebanus
TaKKe MNPUCYTCTBYIOT, HO HX BEIWYMHA 3HAYHTENbHO HIkE (8-12%).
[MomoOHsI ekt 00ycIIoBIeH UTEPATHBHOMN IMPOIEIypO ONTUMH3ALNN
MetozoM PSO. OOHOBIEHHS TO3UIUI YaCTHI] IPOUCXOIAT MOPIHSAMH H CO
CIlyJalHBIMH TIapaMeTpaMu, MOATOMY HOSBISIOTCS HEOOIbIINe KosieOaHws,
HO OHH NOAABJIAIOTCS HACTPOMKaMH airoputMa u nputsbkenueMm cuil APF k
nuHuKM ¢GpoHTa. B pesymprare 3HaueHuwe QyHkumonana s APF+PSO
MeHble, yeM y APF, 1 Ha kauecTBO ABMXKEHHS POS 3TO 3aMETHO HE BIMSET.

TakuMm 00pa3oM, SKCICPUMEHT | TMOKa3bIBae€T, YTO THOPHUIHBIN
anmroput™ APF+PSO He TONBKO yMEHbIIAeT 3HAauYeHUs (QYyHKIMOHANA
3G PEKTUBHOCTU ABHXKECHUS POs, HO M YMEHBIIAET aMIUIUTYAY KoJjieOaHHUH
Gosee uem B ABa pasa, YTO oOECIEUMBAET YCTOHYMBOE MOBEIEHHE POS BO
Bcex 50 nmporoHax CUMYJISILUH.

IkcnepumeHT 2. CoriacoBaHue BBICOT C OTIOPHOM BBICOTOM.

[TpoBepsieTcst cOTACOBaHHOCTh MOJIETA POSi Ha ONOPHOW BBICOTE

hgrid =100 (M) , 1 OLICHMUBACTCA CKOPOCTH BbIpaBHHBAHUS. I[JIH TOrO, 4TOOKI

cynTaTh (DPOHT HEMOIBIDKHBIM, PACCMATPHBAETCS KOPOTKUH TOPU3OHT
T =10(c) . I'pach cBA3HOCTH 110 BBICOTE — CIYIalHBIH HEOPHEHTHPOBAHHBIN
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(BeposiTHOCTh pebpa =~ 0,5 ). HauampHble BBICOTHI HAMEPCHHO Pa3IMYHBI

(,HI/IaHEBOH nopsaaka JACCATKOB MCETPOB OTHOCUTCIIBHO h Cas13b

grid
paspexeHHas k., =0,05.

Jms  KOMMYeCTBEHHOW ONEHKM KadecTBa COTJIACOBAHUS BBICOT
HCTIONB3YeTCsl METPUKAa CPEeIHUX MOIYIBHBIX OTKIOHCHHH BBICOT OT
OTOPHOU BBICOTHI:

1 N
&0 =D B0~y

i=1

IMomy4yenHnsle KpPUBBIE (pucyHok 2) JIEMOHCTPUPYIOT
SKCIIOHEHIIMaNbHOE 3aTyxaHue omumoOku e,(f) . K 8-10-ii cexynume Bce

MPOTOHBI BXOMAT B monocy +0,5 M u jganmee B HEH yIep)KUBAIOTCS.
[epeperynupoBanus He 3a)UKCUPOBAHO, TAK KaK IMMOCIE MEPBOrO BXOIA B
Jornyck 0,5 M OBTOPHBIX BBIXOJOB 3a MPE/elibl MOJOCH He HaOI0AaI0Ch
HU B OJHOM 3amycke. MOHOTOHHOCTb e,(f) U cyxatomuica 95%

noBepuTenbHBINA nHTEpBaI (/1) MoKa3pIBalOT, YTO HU CPEIHSS TPACKTOPHS,
HHU TojaBjsioniee OOJBUIIMHCTBO pealn3alyii HE JEMOHCTPUPYIOT TaKHX
«BBIOpOCOBY. Takas «CIOKOWHAs» JUHAMHKA O0ECHeYMBAcT CTaOWIIbHBIC
yriiel  0030pa Kamep JpPOHOB B pPO€ M COMNOCTaBUMOCTh MAacIITaboB
HAOJIOICHUI.

Takum oOpa3zoM, Aake HPU Pa3peKEHHOH CBA3M M YMEPEHHOM
kodbdunuente cornacopanus kj, =0,1 anropurm APF+PSO obGecneunsaer

OBICTPHIH ¥ TTIAJAKHH BBIXOJ] pOSI HA 3a/IaHHBIN OTIOPHBIN YPOBEHb.
IxcnepumenT 3. ConpoBoxaeHue npeiidyromero GppoHTa.
IIposepsercs cnocobHOCTs anroputMa APF+PSO ynepxuBats poi

Ha JBWXYLIEMCS (pPOHTE Io)Kapa B TEYEHHE [UIUTEIBHOIO BPEMEHHU

T =40(c). B oxpyxenun npucyrcTtByroT 10 ciaydaiiHO creHepUpOBaHHBIX

IPENsTCTBUH.

Jlst pukcaruy SBOTIOIIMK CHCTEMBI B3aMMOJICHCTBHSI POSI C JTMHUCH
(¢poHTa OTHS I OJHOTO M3 IMPOTOHOB TOKa3aHa IMOCIEN0BATEIHLHOCTh
MOMEHTAITLHBIX KaJPOB MOJIOKCHHS POsI Uepe3 PaBHBIC HHTEPBAJIbl BPEMEHHI
(pucyHok 3). [leBATP KaApOB CHUMAIOTCA Kaxkmele Sc, o0pasys
MOKAJIPOBBIA KOJUTAX JBWXKCHUS posi BIOJb (hpoHTa. Ha Kaxaom kampe
oToOpaxkaeTcss TeKymias JUHHS (POHTA, IPOHBI MMOMEUYCHBI MapKepaMu
pa3Ho (pOpMBI, MPEMATCTBHS 0003HAUCHBI B BUJIC MAJIBIX YSPHBIX TOYCK.
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T — (en®)
95% ON

= g2 hi = hgral, m
w

en(t)

N
T

Bpewms, ¢

Puc. 2. Jlunamuka cpeqHeit OIMOKH MO BBICOTE

Ha ocHoBaHMM mOKanpoBOW BU3yamu3aluy (PHUCYHOK 3) MOXKHO
3aKJIFOYUTh, YTO POl YCIIEIIHO CONPOBOX/IAET ABMKYIIUHCS (POHT MOXKapa
Ha BCEM MPOMEXYTKE BpeMeHM. J[pOHBI yCTOHUMBO Jepxarcs BO3NE
JIOKJILHOTO NMpoQmIs IMHUU OTHs, HeB3Upas Ha e€ nBrkeHne. CKOMIeHu
Heckoubkux BITJIA B ofHO# TOUKe ()pOHTA HE BO3HUKAET.

KonnuecTtBeHHass  mpoBepka  BBINOJIHEHA IO  BPEMEHHBIM
TpaekTopusiM MuHuUManbHbIX auctaHiuil «BIIJIA-BIUIA» u «BITJIA—
MPENSITCTBHE», YCPEAHEHHBIX 110 CEPHUSM IPOTOHOB C MOCTpoeHuEeM 95%-ro
JIOBEPUTEIHHOTO HHTEpBaa (PUCYHOK 4).

Cpennsist kpuBasi «MuHUManbHas aucrtanuus BIIJIA-BITJIA» menee
YeM 3a 5 ¢ BBIXOJUT K YpPOBHIO 5,25-6 M M JAEpXKHUTCA B JOIMYCTUMOM
kopugope; €€ 95%-i wuHTepBan OCTAaéTCsl LEIMKOM BBIIIE MOPOra
6e3onacHoctn 5 M. Takas koHdurypauus nojiepKHBaeTcs TeM, 4YTO B
MOJieNlb BKJIFOUEHO XECTKOE YCIIOBHE Ha OE€30MacHOCTh: ITOCHe KaXkJOoro
mara  uHTerpupoBaHus Bce mapel  «BIIJNIA-BIIJIA» u  «bBIIJIA-
MPEMATCTBUE» HWTEPATHBHO PAa3BOIATCA MHUHUMYM 10 5,25 m. Taxum
obpaszom, oOecrieunBaeTcsi TapaHTHPOBaHHBINA 3amac ~0,25 M Jaxe MpH
JTUCKPETH3aIMM 110 BPEMEHH, M HIDKHAA IpaHumna 95%-ro WHTepBana He
nepecekaeT nopor 6€30MacHOCTH 5 M.

Menuannas kpuBasi «bIIJIA—mpensTcTBUe» pacnoJyiaraerTcs BBILIE
kpuBoii  «BIIJIA-BIIJIA» w®  compoBokmaercs Ooinee  IIMPOKHM
JIOBEPUTEIHHBIM ~ HWHTEPBAJIOM. OTO OOBACHSIETCS TEM, 4YTO YacTb
HOPEMsATCTBUHA pacloyaraeTcs CYyIIECTBEHHO Jalblle AaKTUBHOW 30HBI
nojéra, ¥ IOTOMY MHHUMaJbHas JaJbHOCTH /O OJIDKaiIIero W3 HHUX
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3aMETHO BaphUPYeT M 4acTO 3HAYMTENIBHO NpeBOCXOAUT mopor 5 m. Ilpm
3TOM 95%-#1 KOpUIOp CyXaeTcs Mo Mepe CTabMIM3alyy MOCTPOSHHS, a €ro
HIDKHSISL TPAHMIA COXPAHAET MOJOXHUTENBHBIM 3amac HaJl MHHHUMAJIbHBIM
0€30MacHBIM PACCTOSIHUEM 5 M, YTO HOATBEPKIAET KOPPEKTHBIH 00X01
npensatctBuil  cunamu  APF  mpu  nomonHurensHOH 3amure 33 CUET
YKa3aHHOT'O JKECTKOTO yCIIOBHSI.

IIpennosxxennsiit anroputM APF+PSO mno3Bonser poro JUIMTENBHO
COIPOBOXKIATh Apelyromuii (GpoHT mMoXapa, He Hapymas Ipd 3TOM
TpeOOBaHUI JIOKATLHON 0€30IaCHOCTH.

Pe3yanaTb1 OKCIIEPUMCHTOB I10Ka3bIBAKOT, 4YTO rn6p1/mHa;1 cXeMa
APF+PSO npu BbIOpaHHBIX HACTPOWKAX YBEPEHHO pellaeT 3aaady
COIPOBOXKJCHUS TUHAMHYECKOTO (DpoHTa C COOJIIOICHHEM OrpaHWYeHHN
0€301acCHOCTH W COIJIACOBAaHMEM [0 BBICOTE. AJITOPUTM OCTaérTCs
BBIUUCIIUTENIBHO JIETKMM W IPHUIOAHBIM A HOCIEAYIOWEH HMHTErpanuu
B OOpPTOBBIE peATTM3ALIIHL.

t=00c

40

=30

20

40

> 30

. 20

=T

20 0 20 40 60 80

60

80

Puc. 3. ITokanpoBoe conpoBoxaeHue poem BIUIA npeiidyromero ¢pponTa noxapa
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Puc. 4. BpemeHHBIE TpaeKTOPHH MUHUMAJIBHBIX TUCTAaHIUH

8. 3akmouenne. B pabore mpennoxena n o0OCHOBaHAa THOpWIHAsS
apxuTekTypa koopauHauuu pos BIUIA nis conpoBoKaAeHUS JUHAMUYECKOTO
(¢poHTa JIECHOTO TIOKapa, COYETAIOMIasi TPU  B3aUMOIOTIONHSIIOIINX
MeXaHH3Ma: TOPU30HTAIFHOE YIIPABIICHNE HA OCHOBE METO/Ia HCKYCCTBEHHBIX
noTteHnuanbHEIX Toneit (APF), mpm koTopoM pesyimpTHpyrOmas cuia
(dopMupyeTCcsT KaK CYMEepro3UIis CHI TPUTSDKEHHUS K JIMHHA OorHs L(?) ,

MEXIPOHOBOTO M TMPEMSATCTBEHHOIO B3aWMOJICHCTBUS; pacnpeaenEHHbII
3aKOH COTJIaCOBaHHUS 10 OTIOpHOM BBICOTE, o0ecrieynBaroIInii
SKCHOHEHIMAJIbHOE BBIPABHUBAHUE BBICOT /; NPU CBSI3HOM TIpade CBA3M;

oJHOMapaMeTpudeckass Moaupukamus meroma post dactuil (PSO)  mst
ontummzaimu  pacnpenenenus BIIJIA mo anuHe ayru jimHMM  (poHTA.
IIpennoxeHHas apXUTEKTypa MO3BOJISIET OAHOBPEMEHHO YIEPXKUBATh APOHBI
BONM3M JIBIDKYIIEWCS KPOMKM OTHA TIpH  COOJIIO/ICHMM  Oe30macHbIX
JMCTaHIMI (HEe MeHee SM ) M O0ecreurBaTh PAaBHOMEPHOE pacIipesielieHue

pOst BIOJB (pOHTA, CHIKASI M30BITOYHBIE MAaHEBPHI M IHEPTO3aTPATHL.
Cepust w3 50 BBIYHCIHUTENHHBIX SKCIEPUMEHTOB IIOKa3ana, dYTo
JPOHBI PABHOMEPHO PaCIPENENIAIOTCS BIOIb JUHAMUIECKH H3MEHSIOMICHCS

muHun orHst L(f) ; BBICOTBI /; CXOIATCA K ONOPHOH BbICOTE A,y , UTO

TTOATBEPKIAET KOPPEKTHOCTh BHIOPAHHOTO 3aKOHA COTJIACOBAHUS; 3HAUCHHS
¢yakunonana 3((EeKTUBHOCTH MABWXEHHS pos J(¢f) s TuOpHIHOTO
noaxona APF+PSO 3amerno Huke, uem ais kiaccuueckoro APF. BaxHo,
9To0  TpeOoBaHUs  0E30MaCHOCTH  OOCCIEYMBAKOTCS  JIOKAILHBIMHU
O0apbepHBIMU (YHKIHAMU U HE TPEOYIOT LEHTPAIM30BAHHON CHCTEMBI
KOHTPOJISI OTPAaHHYCHH.
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IIpoBenénHoe mccienoBanue BBITOIHEHO T post u3 mecTu BITJTA.
ANTOpUTM ONHUpPAETCsl HAa JIOKAJIbHbIE B3aUMOJEHCTBUS MEXKIY COCEIHUMH
npoHamu. llpm ¢UKCHpOBaHHOM dYHCIIE COcelell  BBIYMCIUTEIbHAS
U KOMMYHMKAallMOHHAasT Harpy3ska Ha OJIHOIO areHra He pacTeT
C YBEJIMYEHUEM KOJMYECTBA IPOHOB. TeM He MeHee MOBEIAEHHE CHCTEMBI
IPU pOCTE YWCICHHOCTH pOS 3aBHCHT OT CBS3HOCTH rpada, 3amepikex
U TOTeph B KaHajlaX, a TakXke IUIOTHOCTH mpensaTcTBuil. Ilostomy
MacuTabupyeMocTh Ha OOJIBIINE TPYIIIBI TPEOYET OTAEIBHOH IPOBEPKH.

JlanbHeilliee pa3BUTUE UCCIIEIOBAaHUM NPEAyCMaTpPUBAET MEPEXOL OT
aHaJIMTUYECKH 3aJaHHOrO OonucaHus (poHTa K €ro OLEHKE MO JaHHBIM
OOPTOBBIX CEHCOPOB (BHAEO, TEIJIOBH30PBI) C MOJIEIMPOBAHHEM BIIMSHUS
BeTpa M peibeda; yuér 3a7epKeK M MoTepb B KaHAIaX CBS3M IIPU CHHTE3E
YIpaBIICHUS; MACIITAOMPOBaHKE ITOIX0/1a Ha Oojiee kpymHbIe rpymmsl BITJIA.
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A. AKIMOV, Y. GNATENKO, R. BOLBAKOV
A MULTI-LAYER STRATEGY FOR SAFE NAVIGATION AND
SWARM DISTRIBUTION OF UAVS IN WILDFIRE MONITORING

Akimov A., Gnatenko Y., Bolbakov R. A Multi-Layer Strategy for Safe Navigation
and Swarm Distribution of UAVs in Wildfire Monitoring.

Abstract. Wildfires are among the most dangerous and least predictable natural hazards,
necessitating continuous real-time monitoring of the advancing fire front. Traditional assets —
such as satellite imagery or ground observation posts — often lack the responsiveness and
completeness required for timely decision-making. A promising alternative is the use of a
swarm of unmanned aerial vehicles (UAVs); however, effective coordination under dynamic
conditions and constrained communication and computational resources calls for dedicated
control algorithms. This work presents a multi-layer control strategy for a UAV swarm that
integrates three components. Horizontal navigation is governed by the Artificial Potential Field
(APF) method, which attracts agents to the fire-front line while repelling them from obstacles
and neighboring vehicles. A distributed consensus protocol stabilizes flight at a common
reference altitude, ensuring comparable viewing geometry. To achieve an even distribution
along the front, a modified Particle Swarm Optimization (PSO) layer is employed, reducing
competition between drones and unnecessary maneuvering. We report a series of
computational experiments comparing classical APF with the hybrid APF+PSO scheme for
minimizing a swarm motion performance functional. The hybrid approach lowers the objective
by nearly an order of magnitude relative to APF alone, reduces behavioral variability,
maintains a coordinated altitude without pronounced overshoot, and ensures reliable obstacle
avoidance in the presence of a moving front. Minimum inter-drone separations did not fall
below the 5-m safety threshold, confirming compliance with safety requirements. The
algorithm sustains stable tracking of the moving front over the entire simulation horizon while
preserving correct obstacle clearance. Overall, the proposed strategy combines computational
simplicity with high reliability. Future work will incorporate onboard sensing (video and
thermal cameras), modeling of wind and terrain effects, analysis of communication delays and
losses, and extension of the approach to larger UAV teams.

Keywords: artificial potential fields, particle swarm optimization, distributed control,
multi-layer strategy, swarm navigation, route optimization, altitude consensus, hybrid
algorithms.
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NHO®OPMAILIMOHHA S BE3OITACHOCTD

YK 004.056 DOI 10.15622/ia.25.1.3

B.M. KPYH/IBIILEB, M.O. KAJIMHUH
OLEHKA D®®EKTUBHOCTHU OBECIIEYEHU S
I/IH(DOPMAHI/IOHHOﬁ BE3OIIACHOCTHU B CUCTEMAX
YMHOI'O 'OPOJA HA OCHOBE MOJEJIM KOHKYPEHIIUN

Kpynovuuwes  B.M.,  Kamnun  M.O. Ounenka 3>(pdekTHBHOCTH  obecriedeHUs
uH(popManuOHHOK 0€30MacCHOCTH B CHCTEMaX YMHOIO IOpoAa HAa OCHOBEe MOJeJIH
KOHKYPeHIHH.

AHHOTanmusi. Peanmsaiust KOHLENIMHM YMHOTO ropoja (smart city) moapasymeBacT
mepexos OT TPAAULIHOHHBIX KOMIBIOTEPHBIX CeTel, MMEIOMUX YEeTKHH HH()OPMAaIMOHHBINA
MEPUMETP, K PacIpe/ieICHHBIM CETsAM HOBOTO NMoKojeHus. [l pacmpeneleHHBIX MOICUCTEM
YMHOTO TOpOZa CBOWMCTBEHHBI PEKOH(UIypHpyeMas CeTeBas TOINOJIOTHH, OTKPHITOCTS,
MOOHUIBHOCTH y37I0B U IOCTPOSHHUE 3aIlUTH HH(GOPMAINH Ha 0a3e paclpeeIeHHBIX PEeCTPOB
JIAHHBIX, 4YTO OTKPBIBAET HOBBIE BO3MOXKHOCTH [l 3JOYMBIIUIEHHHKOB. CHTyaius
OCJIOJKHSETCSl TEM, YTO CKOPOCTh CO3JaHMS HOBBIX LU(PPOBBIX HHOPACTPYKTYp MPEBOCXOIUT
CKOPOCTb Pa3pabOTKH CPEACTB 3alIUTHI, OTBEYAIONIMX AKTyaldbHBIM BEI30BaM. YUHTHIBAs
crienUYEcKre CBOWCTBA OOBEKTAa 3aIUUTHI, JMHAMUKY Pa3BUTUS Yrpo3 OE30MAaCHOCTH H
OTPAaHMYCHHBIA BBHIOOP 3alUTHBIX MEXAaHW3MOB, JUIS TOJJIEPKAHUS BBICOKOTO YPOBHS
3aIUIIEHHOCTH CHCTEM YMHOTO TOpoja HEOOXONHMO IIPOBOJHTH HEHPEPHIBHYIO OLEHKY
3(p(EKTUBHOCTH 3alIUTBl M e MNEepeHacTpolKy. B pesymbrare aHamm3a CyIIECTBYIOIINX
peeHnit o oneHke 3(pPEeKTHBHOCTH CHCTEM OOecTiedeHnsl HH(POPMALIMOHHON 6e301acHOCTH
YCTaHOBJICHO, YTO OHH pAa0OTAlOT B MPOAKTHBHOM PEXHMME M HE YYUTHIBAIOT BBICOKYIO
JIMHAMUKY CHCTEMBI «yTpO3BI-3aIIUTB» B CHCTEMaX YMHOTo ropoja. B cratebe mpencrasiena
IIOCTPOCHHAsI MOJENb OLICHKH 3G ()EKTHBHOCTH oOecTiedeHHs] HHPOPMAaLOHHOH 0e30MacHOCTH,
Oasupyromasi Ha HEJIMHEHHOW JMHAMUYECKOM MOJENM KOHKYPEHIMH 3a BIMSHHE Ha
(yHKIMOHNpOBaHNE MH(OPMAIMOHHON MHOPACTPYKTyphl. s MOIIepaHHusA YCTOHYHBOTO
COCTOSIHMSI CHCTEMBI YMHOTO TOpoJa HEOOXOAMMO BBINOIHEHHE KPUTEPUS O COOTHOIICHHH
CKOpOCTEll OOHApY)KEHUS M pa3BUTUsL KOMIILIOTEpHOM aTaku B uHppacTpykType. Ha
pa3pabOTaHHOM  SKCHEPHMEHTaJIbHOM  MaKeTe OSMYJIUpPOBAaHbl  CLEHAPUM  Pa3BUTHA
KOMITBIOTEPHBIX ~aTaK (OAKCIUTyatamus ys3BuMoctH IIO», «pacmpesieneHHBI OTKa3 B
00CTyXKMBaHUWY, «4ePHas IbIpa» U «aTaka OOJBIIMHCTBA» HA MpUMEpe HHTEIIEKTyalbHOU
TparcroptHOi cetm VANET B uH(pacTpyKkType yMHOro ropoja TpH HCIIONb30BaHUI
Pa3IYHBIX KOHQUTypalui CHCTEMBI 3alUTHL. B Xo/ie cpaBHUTEIBHOTO SKCHEPHMEHTA Pa3HBIX
koHOurypanuii cuctembl 3amutel ceth VANET mokasaHo, 49T0 mpuMep KOMILICKCa,
peanu3yromero oOHapy)KeHHe aTaKk C IOMOIIBI0 CBEPTOYHONH HEHpPOCETH, AMHAMHYECKYFO
MapIIpyTH3anuio Ha 6a3e MypaBbMHOrO ainroputma u mportokon Hashgraph c BHempennoi
MOJIENbIO JI0BEPHs, YIOBIETBOPSICT KPUTEPUIO YCTOHYMBOCTH. IIpuMeHeHUe HpenioKeHHOU
MOJICITN OIIEHKH I103BOJIIET OOOCHOBAaHHO KOHTPOJMPOBATh M JMHAMUYECKH PETYINpOBATH
KOH(HUTIypaInio CHCTEMBI 3allIUTHI.

KiioueBble ciioBa: KpuUTepHH YCTOMYMBOCTH, MOJENb KOHKYPCHIUH, OIICHKA
3 (heKTUBHOCTH, PacIpe/eIeHHbII PeecTp, CKOPOCTh Pa3BUTHS KOMITBIOTCPHOH aTakH, TOYKa
YCTOMYMBOCTH, YMHBIHM TOPOA.

1. BBenenne. B mocnennme roasl BHHMaHHE CIICIIHATHMCTOB U3
pa3HBIX  OTpaciell  AKOHOMHUKM  TIPUKOBAaHO K  pa3BUBAIONICHCS
TEXHOJIOTHYECKON KOHIENIIMM YMHOTO Topoia (OT aHril «smart city»),
mpenmnonaraomeii  00beIUHEHNE BCEX OCHOBHBIX IKM3HEHHO Ba)KHBIX
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mojcucTeM Topoackoro xoszsictBa (KKX, Ttpancmoprt, MemuiuHa,
9KOJIOTHSI, 00ecTIeueHUe TIPaBOIOPS/IKA, BOJO- U YJHEPTOCHAOKEHNE U TIp.) B
equHyIo mUdpoByro 3kocucteMy [1 —3]. CoriacHo pacderaM aHATUTHKOB
McKinsey, k 2030 roxy ymHbIe Toposaa OyayT rerepupoBats mouru 70%
mupoBoro BBII [4]. TexnHomormdecknuM 0a3McoM NOJCHCTEM YMHOTO
roposa SBIAIOTCS KOMITBIOTEPHBIE CETH HOBOTO ITOKOJEHHS, BKJIFOYAs
Untepner Bemeil (IoT), cencopuele cetu (WSN), ceTu TpaHCHOPTHBIX
cpeactB (VANET) u mpoume nuHaMH4YECKH PEKOHPHUIYpUPYEMBIE CETH
YCTPOMCTB, a TaKKe CHCTEMBI pacCIpeeleHHOr0 peecTpa, INpUMEHsSEMbIe
JUIi  OpraHu3allid  KOHTPOJIMPYEMOro ¥ BepupHuUpyeMoro ooOMeHa
JTAaHHBIMH MEXJy yYaCTHUKAaMH CETH YMHOTO ropoja [5 — 8].

Jns  oOecnieueHuss WHGOPMAIMOHHON OE30MACHOCTH  CHCTEM,
HMCIOIIMX  IOCTOSHHYIO HMHQPAcTpyKTypy M  YETKHH IepUMeETp,
TPAIUIMOHHO NPUMEHSETCS CTaHIAPTHBIA IIepeueHb CPEACTB 3aIlUTBHI,
TaKMX KaK MEKCETEBBbIE 3KpaHbl, aHTHUBUpPYCHbE mnporpammsl, SIEM- u
DLP-cucrembl. Ha pbIHKE CyIIECTBYET psl PpELICHUH, NpeayiaraéMblX
KPYIHBIMH TIPOWU3BOJUTEISAMH M TIOATBEPIUBIINX CBOIO 3(PQEKTHBHOCTH
pu 00HApYKEHUHM KOMIBIOTEPHBIX aTakK THIA «OTKa3 B OOCIYyKHBaHHNY,
mpu OJOKHMPOBKE BPEAOHOCHBIX MpPOTpaMM, (GUIBTpanyu (UITHHTOBBIX
cooOuieHnii U crama. Beayiine koMnaHuu B o0siactu pa3pabOTKU CpesCcTB
3aIIUTHl JECATUICTUSIMH HaKaIUIMBAIX OIIBIT, IIOJIyYas OOpaTHYIO CBSI3b OT
MoJb30BaTeeld, M JopabaThIBalM CBOM peLICHHA, Jenas HxX Ooiee
(byHKIMOHANBHBIMY, () ()EKTHBHBIMU U YHUBEpCaTbHBIMUA. OCHOBHBIMU K€
CBOHCTBaMHM CHCTEM YMHOTO TOpoja SBISIIOTCS WX JUHAMHKa W
HEOZHOPOAHOCTb, YTO 3aTPYAHSET NIPUMEHEHUE TPAIUINOHHBIX METOZOB U
cpencts 3amuThl HGopManuu [§ — 10]. CuTyalust OCIOXKHSIETCS TEM, YTO
CKOpOCTb BHEAPEHHs] CHCTEM YMHOTO Topoja IpEBBIIIAET CKOPOCTh
Pa3paboTKy CHENUATU3UPOBAHHBIX CPEJCTB 3aIIUTHI ISl HUX, YeM aKTHBHO
MOJB3YIOTCA 3JOYMBIIIIEHHUKH. OTCYTCTBUE CTAaTUYECKOTo IEepHMeTpa
3aIIUThI, CaMOOPTaHM3alMs MOOWJIBHBIX Y3JIOB B OT/CIIBHBIE CETMEHTHI,
JCLEHTPAIN30BAHHOE XpaHEeHHE OOIBIINX 00bEMOB JJTaHHBIX, BO3MOXHOCTh
MIEPEMEIIEHNS y3JI0B CETH — BCE 3TO OTKPBIBAET HOBBIE BO3MOKHOCTH Kak
JUIsL TIporpecca TEXHOJOTMH yMHBIX TOPOJIOB, TaKk WM Ui HapyIIUTEIeH
0€301acHOCTH, KOTOpBIE peaNn3ylOT CHENU(PHIECKHE KOMIBIOTEPHBIC
aTaky, HAlpaBICHHBIC HAa HAPYIICHHE YCTOWYMBOTO (DYHKIIMOHHPOBAHUS
CHCTEM YMHBIX TOPOAOB U OKCILUTyaTHPYIOI[UE HOBBIE YS3BUMOCTHU
(HanpuMep, B JUHAMHYECKOM MapLIpyTH3allMM WM B paclpeAeiIeHHOM
peectpe) [11 — 14].

B Takux ycIOBMSAX OAHOM M3 KIIOUEBBIX NMPOOJIEM SBISIETCS OLCHKA
3¢ PeKTUBHOCTH OOecrieueHusT HHYOPMAITHOHHOW 0E30ITaCHOCTH B CHCTEMAaX
yMHOro ropoja. HedeTkocTb CTPYKTYpbl OOBEKTa 3allUTHI U BHEAPEHUE
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HOBBIX KOMITBIOTEPHBIX TEXHOJIOTHI HPUBOAWT K TOMY, 9TO (popMHpOBaHHE
€AMHBIX TOAXOIOB K IIOCTPOCHHIO CHCTEMBI 3allUTHl  HU(PPOBBIX
HHPPACTPYKTYp YMHOTO TOpOJa CTaHOBHTCS HEBO3MOXHBIM. C ydeTroMm
TIOCTOSTHHBIX W3MEHEHHH, MPOUCXOASIINX B OOBEKTE 3alIUTHL, W TOCTOSHHO
MeHSoIerocst JaHamagdra yrpo3 Oe30MacHOCTH HEOOXOAWMO PperyisipHO
MPOBEPSITH  A/ICKBAaTHOCTh CHCTEMBI ~ oOecriedueHWs  HWH(POPMAIMOHHON
0e30IacHOCTH YMHOTO TOpOJia C LENbI0 BBISBICHHS €€ CllabbIX MecT
COOTBETCTBYIOIICH IMEPEHACTPONKH 3aIUTHBIX MEXaHW3MOB. [l penieHus
MIOCTaBJICHHOH 33/1a4¥ B CTaThE PACCMATPUBAIOTCS CIIE/TYIOIINE aCTIEKThI:

- TIpeACTaBJICHBI PE3yJbTAThl aHAIN3A CYIIECTBYIOLINX MOJX0/J0B
K omueHke 3((GeKTHBHOCTH obecrieueHns MHOOPMALMOHHOW 0€30I1acHOCTH,
a TaKKe OmpejieleHbl TpeOOBaHMs, KOTOPHIM JIOJDKHA OTBEYaTh
pa3pabaTbIiBacMasi MOJENb OICHKH C YIeTOM XapaKTepPHBIX OCOOCHHOCTEH
CHCTEM YMHOTO TOPOJa;

- 11 omeHKH 3(P(PEKTUBHOCTH obecneueHuss HH(POPMAITMOHHOM
0e30MacHOCTH  TpemIOKEeHA IUHAMHYecKas MOICNb  KOHKYpCHIIWH,
OTHCHIBAOIIAS B3aMMOJCHCTBIE PAa3HBIX BUIOB Y3JIOB: JETUTHMHBIX Y3JI0B
U Y3JIOB-HApyLIUTENEeH B M3MEHAIOLEHCs cpelie YMHOro ropoja. B nannoit
MOJIETIH OTPAXKAETCs MMOCTOSIHHAST KOHKYPEHIHS Y3JIOB 32 PECYpPChl, TO €CTh
3a XapaKTCpUCTHUKHU CUCTEMBI YMHOI'O ropoja, qTO MNpUBOAUT K
9BOJIIOIIMOHHBIM U3MCHCHUSIM B CUCTCMC,

- Ha 0ase cCeTeBOro aMyJsaTOpa pazpaboTaH dKCIEPUMEHTAIbHBIN
MAakKerT, HOIIIICp)KI/IBaIOH_IHﬁ MOJEC/Ib CUCTEMBI YMHOT'O TopoJa U pas3sjINndHbIC
TECTOBBIC CIICHAPHH KOMIIBIOTCPHBIX aTak, Ha KOTOPOM IIpOBeIcHa
9KCICPUMCHTANBHAS OICHKA MTPEIUI0KEHHOTO PEIICHUS.

2. AHaIM3 NOAX0A0B K OueHKe 3((PeKTUBHOCTH CHCTEM
o0ecneyeHusi mHpopMauMoOHHON Oe3omacHocTH. B Hacrosimiee Bpems
BBIJICIISIFOTCST CJIETYIOIINE OCHOBHBIE IMOJXOJbI K OLEHKE 3((PEKTUBHOCTH
oOecrnieucHHUs THPOPMATMOHHOW OE30MACHOCTH:

1.  OkcmepTHbId. JlaHHBIA MMOAXO0JM MpEINoaraeT MUCIOIb30BaHUE
OTBITa M 3HAHUH SKCIIEPTOB, CIEHUAIN3UPYIOMNXCS Ha 3alIUTe 0OBEKTOB
nHpopmatuzanun. LlITaTHBIE COTPYTHUKI/TIPUTIIANICHHBIE CIICIIMAIICTHI Ha
OCHOBE aHaJlM3a MMEIOMINXCS NAaHHBIX MPUHUMAIOT PEIICHHS IO OIEHKE
3¢ (EeKTHBHOCTH MPUMEHIEMBIX 3alIUTHBIX MEXaHW3MOB. Tak, HampuMep, B
pabore [15] mpencraBmeHa SKcmepTHas CHCTEMa OICGHKH  YPOBHS
COOTBETCTBUSI CHCTEMBI 3allUTHI NPEIbSBIIEMBIX TPEOOBAHHUSM. ABTOPHI
BBIJICIISIFOT TPU OCHOBHBIX JTara: MOJrOTOBKAa UCXOJHBIX JIAHHBIX, KOHTPOJIb
peanuzanyy TpeOOBaHMH W BBIYHMCIEHHE HMTOTOBBIX IIOKa3aTesieil OLEHKH
oOecrnieucHus HPOPMAIMOHHOM Oe3omacHocTU. B pabdote [16] npemnoxken
MOJXOJ K olleHKe 3 (EeKTUBHOCTH, OCHOBAHHBII HA HCIOJIB30BaHUU METO/1a
OKCIICPTHBIX OLICHOK, B KOTOPOM IMOJYUYCHHBIC II0KA3aTCJIM YPOBHA
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3alIMIIEHHOCTH IIOMOTAlOT 3KCHEPTY ONPENCIUTHCS C  TPHHATHEM
MPaBUJIBHOTO PEIICHHS [0 paccMaTpuBacMbIM MepaM oOecIeueHus
6e3omacHocTy. [IpenMyIecTBOM 3KCHEPTHOTO MOAX0AA SBISAETCS THOKOCTD
U BBICOKMI D3KCHEPTHBIM YpOBEHb MNPUHATHIX pewmeHuid. HepocraTok
3aKJIIOYaeTCsl B TOM, YTO TOYHOCTH OLCHKHM 3aBUCHT OT KBalnH(ukammu
skcriepToB. Kpome Toro, Takoil moAaxox HE MO3BOJSET peanu3oBaTh
HENpPEPHIBHYIO 00BEKTUBHYIO OIICHKY.

2. CraTUCTHYECKHA. JanubIit MOJXO0N NpEearnoaraet
ompejeneHue mokasarens 3(p(eKTHBHOCTH Ha OCHOBE CTATUCTHYCCKHX
naHHblX. Kak npaBwio, oneHka OS(QQGEKTHBHOCTH BBIYMCISETCS C
HCTIONB30BaHUEM CTATUCTUYECKHX MeEp, HampuMmep, TaKuX Kak CpegHee,
CPeIHEKBaIpaTUYHOE OTKJIOHEHHE, KOd(p(UIMEHT Koppemsuuu, Jis
CpaBHEHMsI pacueTHBIX U U3MEpPEHHbIX 3HaueHuil. Hanpumep, B ctatbe [17]
NPEACTABICHA METOJWKAa OLEHKH S()(EKTHBHOCTH CHCTEMBI 3allUTHI,
OCHOBaHHas Ha CTOXacCTHYECKOM MPEACTABICHUHM  JECTPYKTUBHBIX
BO3/ICHCTBHUI M TIpoliecca JUKBUIANNN HX rociencTBuil. [IpenmymniecTBom
JTAHHOTO TOAXOAA SIBJISETCS BBICOKAast TOYHOCTh OLECHKH 3((EKTUBHOCTH B
YCIIOBUSIX HEXBaTKH JAHHBIX O TEKYIIEM COCTOSHUM HH()OPMalMOHHOH
nHdpactpykrypsl. Heocrarkom sIBIISIeTCSl TO, YTO TOYHOCTh MOJYYEHHOU
OLIEHKH HAIpsSIMYyIO 3aBUCHT OT 00beMa HMEIOLIHUXCSI IaHHBIX.

3.  BepoATHOCTHBIN. JanHb1it MOJAXO0J NPEAIoJaraet
HCTIOJBb30BaHUE BEPOSITHOCTHBIX Mojeneil u KpurepueB. B psge ciydaes
3aJal0TcAd JAMANa30Hbl 3HAUYEHHH C OIpPEAeICHHBIMH BEPOSTHOCTAMU HX
Hactymenus. Hampumep, B uccrnenoBanuu [18] mpezacraBieHa MoJenb
OIICHKHA TIOKa3zaressi J(PQPEKTHBHOCTH oOOCCIeYeHus WHPOPMATUOHHON
6e3omacHocTH, 6a3upyomascs Ha UCIOJIb30BaHIH ONEPALlMOHHOTO METO/1a
npeoOpa3oBanust Jlarmuiaca M YMCICHHOTO METOJA PELICHHS CHUCTEMBI
JMHEHHBIX anreOpandeckux ypaBHeHHMH meronoMm [mBenca. B pabore [19]
IIOCTPOEHa  METOAMKA  OLICHMBAHUS  PE3yJbTaTMBHOCTH  CHCTEMBI
oOHapykeHus1 Be0-09KI0pOB, OCHOBaHHASI HA pacueTe TPEeX TPYIIT YaCTHBIX
MOKa3aTelel, XapaKTepH3YIOIIUX IEHCTBEHHOCTh, PECYpPCOEMKOCTb U
ONIEPaTHBHOCTh PAabOTHI CHCTEMBbI OOHAPY)KEHHS, a TAKKE BBIYHCICHUU
00001IIeHHOTO TIOKa3aTeNst pe3yiabTaTUBHOCTH. B wuccnemoBanmm [20]
MPEACTABICHA METOJUKA OICHUBAHUS BEPOATHOCTH OE30TKAa3HOW PabOTHI
CHCTEM 3aIliUTBl MHPOPMAIMK OT HECAHKIIMOHMPOBAHHOTO AOCTyHa IpHU
obecrieueHnn  KoH(UAEHIMAIbHOCTH WH(pOpManuu Ha 0aze MeToxa
SKBUBAJICHTHBIX CXeM. [IperMMylIecTBO AaHHOTO MOJXO0Ja 3aKJII0YacTcs
B HU3KOI BEPOSTHOCTH OLIMOOK, CBSI3aHHBIX C CyOBEKTHBHBIMU OLICHKAMH.
HenocratkoM siBIsSIeTCS TO, YTO BEPOSTHOCTHBIE MOJAEIH MOIYT YCTapeTh
urepecTatb  OBITH  aKTyalbHBIMH B pe3yjbTaTe  W3MEHEHHH
nH(pOpMaLMOHHON HHPPACTPYKTYPBI M CUCTEM 3aIIUTHI.
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4. HeiipoceteBoid. [laHHBIH MOAXOM TMpeAroNaracT oOydeHue
BBIYHMCINTEIPHON MOJAENN MAIIMHHOTO OOydYeHHs Ha HaOope IaHHBIX,
coJeprkamieM HH(GOpManuio 0 mapaMeTpax 00beKTa 3alIHUThI, JeHCTBYIOIINX
yrpo3ax 0e30IacHOCTH M KOH(HIypaluu CHCTEMBI 3alIMTHl. B pesynprare
oOydeHUsr Ha OJTalne »JSKCIUTyaTallud HeHpoceTeBas MOAENb MOXKET
NPUHAMATh PEIICHHS O BHIOOpPE ONTHMAIBHON KOH(UIYpanHMH CPEICTB
3amuThl uHGopManuu. Hanpumep, B pabortax [21, 22] npexacrasieH
ITOPUTM MOJEJH OLEHKH 3aIIUIIEHHOCTH WH()OpMaMOHHOH CUCTEMBI Ha
ocHoBe Heiipoceru. [yt oOy4deHUs: HEHPOCETH HCIOJIB3YETCSl ajJrOpUTM
00paTHOTO pacmpocTpaHeHuss OmHUOKU. [IpeMMyIIecTBO HeipoceTeBoro
MOJX0/a 3aKJIIOYaeTcsl B  BO3MOXKHOCTH  OOHApy)X€HHS  CKPBITBIX
3aKOHOMEpHOCTell B JMaHHBIX. HemocraTkoM SBISETCS TO, YTO TOYHOCTh
OoueHKH A(P(EKTUBHOCTH CPEACTB 3allUThl HANPSAMYIO 3aBHCHUT OT
oOydatomiero Habopa JaHHBIX, B PE3YNbTaTe YETO TAKOE PELICHHE TpedyeT
3HAYUTEIIbHBIX BPEMECHHBIX 3aTpaT Ha BHEJPEHHE U KalnOPOBKY.

5. Ha ocHoBe HeueTKOM JNOrvku. JlaHHBIA MOAXOJ MPEANONaraeT
NPUMCHEHNE ammapara HEYeTKOM JIOTMKM I OIHCAHWS TEKYIIEro
COCTOSTHHSI OOBEKTa 3alluThl, CUCTEMbl oOecreueHHs: WH(GOPMAIMOHHON
0e30MacHOCTH u JIEHCTBYIOIIUX KHOepyrpos. B YCIIOBUAX
HEOIPEIeIEHHOCTH JUHAMUYECKH MEHSIONHECsS MapaMeTphl OMUCHIBAIOTCS
B BHIEC HEYETKUX [MEPEMEHHBIX, TaKKe Ompeaeisercs (QyHKIUI
npuHaanexxHoctd. Hampumep, B uccnenoBanuu [23] i OLEHKH yPOBHSA
3alIUIICHHOCTH HCIIOJNB30BaH amlmapar HEYeTKOW JIOTHKH, a ISl OIEHKU
CTOMKOCTH D3JIEMEHTOB 3allUThl BBEACHBI M HCIIOJIH30BAHBI HEUCTKHE
NIepEeMEHHbIE «BEPOSITHOCTb TOSIBIICHUS YIPO3bl», «BEJIMYMHA YymiepOay,
«cTeleHb CconpoTuBIsieMocTH». B paborax [24, 25] mnpencraieHb!
MOXO)KUE  METOJUKH  OLEHKH A(P(PEKTUBHOCTH CHUCTEMBl  3aIIHUTHI
pacrpeseeHHbIX MH(POPMAIIMOHHBIX CHUCTEM, Oazupyromascs Ha HEYeTKOH
OPOAYKIMOHHOM  CHUCTeM€ €  YCTAHOBIEHHBIMM B  pe3ylbTare
9KCIIEPUMEHTOB ONTHUMAIBHBIMHU MapaMEeTPaMd U aITOPUTMOM HEYETKOTO
BbIBOZA. IIpenMyIecTBO TaHHOTO MOAX0/a 3aKII0YAaeTCsl B TOM, YTO OH HE
TpeOyeT HaTUIHs TOYHOW M TOJHOW mHpopMainuu. HemoctatkoM sBIsIeTCSt
TO, YTO JUII BBICOKOH TOYHOCTH OHEHKH 3((GEKTUBHOCTH 3allUThI
HEOOXOANMO TPEBAPUTENBHO C MPHUBICYCHUEM 3KCIEPTOB IOJITOTOBHTH
6a3y 3HaHHH, ONPENEeITNB TEPM-MHOXKECTBA U JUATIA30HbI.

6. KomOmHHMpOBaHHBIN. IIpeanonaraercs HCHOJIb30BAHUE
aHcaMONs ~ PasiIM4YHBIX  9BPUCTUK M QITOPUTMOB UL OLIGHKH
3 PEKTUBHOCTH KOHPUTI'YPALH CHCTEMBI 3aIIUTHl U IOMCKA ONTHMAJIEHOTO
pemenus. B pane cioydaeB Ansd  pelIeHHs  3aJjauyd  ONTUMH3AIUU
MPUMEHSIOTCS OMOMHCTINPUPOBAaHHBIE METOIBL. Hanpumep, B
ucciieoBaHuM [26] TpUMEHseTCsl TeHETHMYECKUW alnroputM Hjs BbIOopa
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ONTHMAJIBHON KOH(UIypallMu CHUCTEMBI 3alIUThl MHGOPMAIUU C YIETOM
N3MEHSIOMNXCS YCIOBUH CPEAbl, YPOBHA Npo(decCHOHANbHON MOATOTOBKU
pabOTHUKOB, KOJIWYECTBA OTKAa30B B paboOTe OOOPYHOBaHHSI W CKOPOCTH
pa3BUTHA KOMIBIOTEpHOH aTaku. B paborte [27] aBTOpHI HCCIEOYIOT
NPUMEHUMOCTh ~ THOPHIHOTO  MOAXOAa K  OINEPATUBHOM  OIGHKE
3alIMINEHHOCTH  KPUTHYECKH  BAXHBIX  PECYpCOB,  COYETAOLIECTO
TpaIMLUUOHHbIE MeToAbl QuibTpamuu KaiMaHa ¢ BO3MOXXHOCTSIMH
UCKYCCTBEHHBIX HelpoceTel. [IpenmyiecTBo KOMOMHUPOBAHHOTO TOAX0/Aa
3aKJro4yaeTcst B ero ruokoctu. HenocTaTkoM sIBIIS€TCS BHICOKAs CIIOKHOCTh
BBIYHMCIICHUH U 110100pa MapaMeTpoB ajlropuTMa NpH OoNbIIMX o0beMax
aHAJIM3UPYEMBIX JAHHBIX.

7. TpadoBelii (C HCHONB30BAHUEM METOJIOB Teopuu rpados).
JlaHHBIN TOAXOJ  IpendmoJyiaracT —IMpeJCTaBlIeHHEe HMH(OPMALMOHHON
HHPpPaCTPYKTYpel B BHAe Tpada, rae y316l (BepmmHB) Trpada
MPEACTABISIIOT  COOOW  KOMIIOHEHTBI CHCTEMBI (HAIpHMEp, CEpBEpHI,
YCTpOMCTBa, MpoLecchl), a pedpa rpada MpeacTaBiIsioT COO0H CBSI3U MEXIY
STHMH KOMIIOHEHTaMH (HallpuMep, CETEBbIE COCIMHEHHS, 3aBHCHMOCTH
MEXAY  HpOrpaMMHBIMH  MOAYJsIMH).  MaremaTtndeckass — MOJEINb,
npejACTaBleHHass B BHIe Habopa rpadoB, MO3BOJSIET ONUCHIBATE U
aHaJIM3MPOBAaTh CUCTEMbl M JIBW)KEHHE WH()OPMAIMOHHBIX aKTHBOB U
MOTOKOB TPENNPUITUS, HMX B3AaUMOBIHSHHUS C 1I€JbI0  BBIIBICHUS
MOTEHLUAJBHBIX yIpo3 HWHQOPMAIMOHHON 0€30MacHOCTH U OLCHKH
3G (PEKTUBHOCTH CIIPOCKTUPOBAHHON CHUCTEMBI 3alUThl WH(OPMALIUH.
Hampumep, B wuccnemoBanuu [28] mnpexacraBieH MNOAXOA K OLIEHKE
a¢dexTHBHOCTH oOecredeHrss NH(POPMAITMOHHON 0€30IT1acCHOCTH Ha OCHOBE
MOCTPOEHHMS W aHalIM3a JAepeBa aTak, COCTOSIIEM W3 MPOrpaMMHO-
TEXHUYECKHX aTak (HampaBJICHHBIX Ha OOBEKTh HMH()OPMALMOHHOM
nHQPacTpyKTypsl) W COLMOMH)KEHEPHBIX aTak (HampaBIEeHHBIX Ha
CaHKLIMOHMPOBAHHBIX TNosb30Bareneil). B pabore [29] mpexacraBiena
JUHAMHUYECKash CHUCTEMa 3alllUThl, COCTOAIIAs M3 B3aMMOJCHCTBYIOIINX
MOJICUCTEM OOecIeueHNsT 0E€30IIacCHOCTH, TOANCPKUBAIOLINX BO3MOXKHOCTh
TIEPEKITIOYCHNST KOMIIOHEHTOB BHYTPH OJHOW TOACUCTeMBI. B ctatbe [30]
pPAacCMOTPEH METOA MOBBIMIEHHSI 3((EKTUBHOCTH YIPABICHUS 3aLIUTOH, B
OCHOBE KOTOPOTO JISKUT BBIYHCIEHHE KOMIUIEKCHOTO IIOKa3aTels
3alIMIIEHHOCTH, a TakXke TIOCTpOoeHHe rpada  3alUIICHHOCTH,
YUHUTBHIBAIOIIETO PEATbHYI0 CTPYKTYPY KOMIIBIOTEPHOH CETH M CHUCTEMBI
3amuThl HHpopManuu. [IpenmyiecTBo rpadoBoro noaxo/a 3aKkiro4aeTcs B
TOM, YTO OH MO3BOJISIET NPE/ICTABUTH CIOKHYIO CETEBYIO HHPPACTPYKTYPY B
BUJIe HAIJIAHOW MOZEJH, YTO YNPOINAET MOHMMaHHE TOMOJOTUH CETH U
cBsi3eil ee aeMeHTOB. HenocTaTKoM SIBIISIETCSt TO, YTO TOYHOCTH OLEHKU
3aIIMIIEHHOCTH IIPH HCIOJB30BaHUM JaHHOTO IOJXO0Ja OIpENelsieTCs
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HETIPOTHBOPEYMBOCTEI0O M KAdeCTBOM BXOAHBIX JAaHHBIX, KOTOpHIC
WCTIONB3YIOTCS ISl TOCTpOeHWs rpada, a Takke Heo0X0AUMOCTHIO
CHEeNHaTbHBIX aJTOPUTMOB OOpabOTKM 3HAHUH, NPEJCTaBICHHBIX B BHJE
rpados.

8.  Ha ocHOBe MOnenupoBaHHS COCTOSHHHA cCHCTeMBI. JlaHHBIH
MOXO/ TIO3BOJISIET AHAIM3MPOBATH IIOCIEAOBATEIHLHOCTh COOBITHI U
BEPOSITHOCTH  IIEPEXOJIOB MEXJY COCTOSHHMSMH O€30MacHOCTH, YTO
TIOMOTaeT OLUEHUTh d(P(PEKTUBHOCTH MEP 3aIIUTHI U BBIABUTH ClIadble MeCTa.
3amuiaemMyr0 MHOOPMAILMOHHYI0 HHPPACTPYKTYPY MOXKHO IPEICTaBHTh
KaK CHCTEMY, HaXOJSIIyIOCS B pa3IMYHBIX COCTOSHMSX (Hampumep,
«GallUIeHa», «aTaKOBaHa», «CKOMIIPOMETHPOBAHA», «BOCCTAHOBJIECHAY).
Hampumep, B uccnegoranuu [31] npeacraBiena MmareMaTuyeckas MoJieib, B
OCHOBY KOTOpOW moJiokeH ammapar cered Iletpu-MapkoBa, mosydeHsl
AaHATTUTHYCCKHIE COOTHOIICHHUS [UIS pacueTa MPeIoKeHHOTO TMoKa3aTels Ha
IpUMepe KU3HEHHOTO IMKJIA BXOMISIIMX SJICKTPOHHBIX TOKYMEHTOB C
y4eTOM BpPEMCHH BHINIONHEHHSI THIOBBIX TMporenyp W (QYHKOHH UX
00pabOTKH, BPEMEHH peajH3allid YIrpo3, a TakKe IPUMCHECHUS Mep
3ammTel. B pabote [32] mis BeIOOpa ONTHMAaNBHOTO HabOpa CpeAcTB
3alIUTHl OT KOMIIBIOTEPHBIX aTaK HCIHOJB30BAaH amlapaT IMOTJIOIIAONINX
ueneid MapkoBa. Pemmaemas 3amada Obula CBelleHA K MaKCHMH3AIUU
CpPeIHero BpPEMEHH JI0 OTKa3a OEe30MacCHOCTH IIPH OrpPaHUYCHMSIX Ha
CTOMMOCTh Habopa 3alUTHBIX MEXaHHW3MOB. IlpemmyIlnecTBO JaHHOTO
MOJIX0/1a 3aKJIIOYaeTcs B TOM, YTO OH IO3BOJSET pPaboTaTh C Tpaccou
COCTOSIHUH CHUCTEMBI U OIICHUBATh 3PPEKTHBHOCTH 3alIUTHI B ICPCICKTHBE.
HepmocratkoMm sBisieTcss TO, 4YTO MOAXOA IOAPA3yMEBaeT VIIPOIICHHE
peabHON CHCTEMEBI, B PE3yJIbTaTe Yero He Bce (haKTOPHI, BIMSIONIUE HA €€
0€3011aCHOCTh, YUUTHIBAIOTCSL.

PesynbraThl aHanmu3a MojaxoJ0B K OLEHKE 3(P(PEKTUBHOCTH CHCTEM
obecrnieueHnst MHYOPMALMOHHOM 0€30IIaCHOCTH ITpeICTaBJICHbI B Taduuie 1.

Takum oOpa3om, B pe3yibpTaTe aHalNW3a HM3BECTHBIX IOIXOIOB K
orneHKe  I(PGEKTHUBHOCTH  CHCTeM  obecredeHus  HHPOPMAIHOHHOMN
0€30IaCHOCTH MOJKHO CJENIaTh BBIBOJ, YTO OOJBIIMHCTBO PAaCCMOTPEHHBIX
pemieHUH TpeOYIOT HAIWYHMS TOYHBIX HMCXOTHBIX JAaHHBIX 00 OOBEKTe
3aIIUTHL, ASHCTBYIONINX Yrpo3ax 0e30MacHOCTH W JOCTYIHBIX MEXaHH3Max
3ammTel. OpHako, B OBICTPOMEHSIOIIMXCS YCIOBHSAX YMHOTO TOpoja
UCXOJIHbIE JaHHBIE OBICTPO TEPSIOT CBOIO AKTYalIbHOCTh M IEPECTAIOT
oTpaxaTh (PaKTHYECKOE COCTOSIHME CHCTEMBl. B Takux ycioBusx Hauboiee
MIEPCIIEKTUBHBIMU SIBJISIFOTCS PEIICHHUs], 0a3UpYIOIIHecs Ha MaTEMaTHYECKUX
MOJIETISIX, XapaKTEePU3YIOMINX IMHAMUKY U3MEHEHHH Kak OOBEKTa 3allHThl,
TaK ¥ ACUCTBYIOLIUX YIpO3.
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3aIlUTHI, AeHCTBYIOMNX
yrposax 6€301nacHOCTH U
KOH(UTYpaIuH CHCTEMBI
3aIUTHI
TIpumenenye annapara
HEYEeTKO# JIOTHKH JIst

0OHAPYKEHUS CKPBITHIX
SHKOHOMCPHOCTeﬁ B
JIaHHBIX

INFORMATION SECURITY
Tabnuna 1. Pe3ynpraTel aHaM3a MoIxo10B
Ioaxon OcobenHocTH IIpenmymecTsa HenocraTtku
N TOYHOCTB OICHKH
T'u6KOCTh M BBICOKHIT
o Hcnonb30BaHue OMbITa U o 3aBHCHUT OT
DKCTepTHBIH . JKCIEPTHBII ypPOBEHb
3HaHUIl SKCIIEPTOB o KBaIH(pUKAIHH
TIPUHSATHIX PEHICHUH
OKCIEPTOB
BrIcOKast TOUHOCTH
OIeHKH 3 HEKTHUBHOCTH
Onpez{enel{ne ToKasaTes B YCJIOBHUSX HEXBATKHA TounocTh OLCHKH
CrarucTnyeckuit 3} peKTHBHOCTH Ha OCHOBE JIAHHBIX O TEKyIIeM 3aBHCHT OT 00beMa
CTAaTUCTHYCCKHUX JJAaHHBIX COCTOSTHUH HMCIOIIUXCA TaHHBIX
HHPOPMALMOHHOM
HH(PACTPYKTYpHI
Huskas BeposiTHOCTH
Hcnonb3oBanne Puck ycrapeBanus
o o OHI]/I60](, CBA3AHHBIX C o
BepOHTHOCTHLH/I BEPOSTHOCTHBIX MOJCIICH U BEPOATHOCTHOU
CyOBCKTHBHBIMU
KpHTEpHEB MoJIeNH
OIICHKAMH
OO0y4eHne MoeNnu Ha
Habope JJaHHBIX,
coaepxaiieM HHGopManuo Bo3MoxHOCTE
. . 0 mapaMeTpax oobeKTa
Heiipocerepoii

BpeMeHHbIE 3aTpaThl
Ha BHEJIPEHHE U
KanuOpoBKy

HelipoceTeBoi Mojienu

OIMCAHUS TEKYIEro
Ha ocHoBe HeueTko#

HeobxoauMocTs
MPHBJICYCHUS
COCTOSIHHS 00BEKTa He tpebyer nannuus 9KCIIEPTOB sl
TOMIKH 3alUThI, CUCTEMBI TOYHOM U MOJIHOM MOJTOTOBKH 0a3bl
obecrieyeHus uHpOpMaLUU 3HAHMIA, OnpeneNIeHus
MH(OPMAIIMOHHOM TEPM-MHOKECTB 1
6e30macHOCTH U JIMANa30HOB
JICHCTBYIONIMX KHOSPYIpo3
Hcnonb3oBanne aHcaMOIst BbIcoKas CI0XKHOCTh
Pa3IUYHBIX YBPHCTUK H BBIYHCIICHUH 1
AJITOPHTMOB JIIsl OLICHKU noa6opa napaMeTpoB
KomOunnpoBaHHSIi b dexTuBHOCTH T'ubkocts anropuT™Ma mpu
KOH(HUIYpaIly CHCTEMBI GoubIuX 00BbeMax
3aIHUTHI U TOUCKA AQHATIM3HPYEMBIX
ONTHMAJILHOTO PEICHHUS JIAHHBIX
IIpencraBienne
HHPOPMAIIMOHHON Heobxoanmocth
UHPPACTPYKTYPHI B BUIAE N HCHOJIb30BaHUS
bpactpyxryp IpencraBnenue CI0KHOIM
rpada, rae y3isl rpada cerenoit CIelHMaIbHBIX
I'pacossrit TIPE/ICTABISIOT COOOM aIrOpUTMOB
HHPPACTPYKTYpPHI B BUIE N
KOMIIOHEHTbI CHCTEMBI, a N 00pabOoTKN 3HAHUH,
HarJsHoO# Mojenn
pebpa rpada npencTaBIAIOT NPE/ICTaBJICHHBIX B
c000if CBA3M MeXIy STHMH Buae rpados
KOMITOHEHTaMH
Ananus
oC/Ie10BaTeIbHOCTH Pabota ¢ Tpaccoit
Ha ocnose o
COOBITHIT H BEPOSITHOCTH
MOJICTTUPOBAHUS
COCTOSIHUI CHCTEMBI

MEPEXO/I0B MEKLY
COCTOSIHUAMH
6e301acHOCTH

COCTOSIHUN CHCTEMBI H
oneHka 3G heKTHBHOCTH

3alIUThI B IIEPCIIEKTUBE

VYupormenue peaabHOR
CHCTEMBbI
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[Ipumenenne MeTomoB Teopuu TpadoB H Iieneit MapkoBa s
ONHMCAHUSI COCTOSHMA OOBEKTa 3allUTBl W CHCTEMBI OOECIICUCHHUS
nH()OPMAMOHHONW 0€30MacCHOCTH OTPaHWICHO HEOOXOJMMOCTBHIO BBOJIA B
peanbHyl0 CHCTEMY JOMOJHHUTEIBHOTO IMapaMeTpa — BPEMEHHOIO Jiara
MEXAYy MOMEHTOM, KOTJa JEHCTBHE OCYLIECTBISETCS, 1 MOMEHTOM, KOTAa
HaOmomaercss ero d3¢ddekr. VYuuTheBas CcKazaHHOE, IS OLEHKH
(G (QEKTUBHOCTH 3alllUTHl NpeaiaraeTcs pa3paboTaTh JAWHAMHUYECKYIO
MoJenb 0e3 BpPEeMEHHBIX 3a/epXKeK, Ha BXOJA KOTOPOW TOjaeTcs
MUHUMaJbHBIA 00BbEM JaHHBIX. B pamkax ucciiefoBaHUs TpelyiaraeTcs
CBECTH 3ajJjauy OIICHKHA 3PPEKTHBHOCTU OOCCredYeHUsT HH(POPMAIMOHHON
0€301acHOCTH B CUCTEMax YMHOI'O TOpoJia K 3ajia4ye IMOMCKa ONTHMAIILHOTO
peLIeHus! ITpY OrPaHUuEHHOM BBIOOpE MEXaHM3MOB 3allHTHI.

3. lnuHamMu4yecKast MoJeJIb KOHKYPEeHIHH. Y UUTHIBast 0COOCHHOCTH
CHCTEM YMHOTO TOpOfa, a TaKKe HaJIWYNe B CETH [BYX THIIOB Y3JIOB
(ISTUTUMHBIX Y3JI0B W Y3JIOB-HApYIIHUTENEH), Mpeanaraercs IMpOBECTH
aHAJIOTHIO C HEJIMHEHHBIMH JUHAMHYECKHMH MOJCIISIMH B3aMMOICHCTBHS
IIBYX KOHKYPUPYIOUIMX BHIOB, NPUMEHSAEMbBIX B OKOJOTMH W JAPYTUX
CMEXHBIX 00J1aCTsIX HAyKH.

TpaauuoHHBIE PUPOAOIIOA00HBIE MOJIENN (MOJEIH KOHKYPEHIIMU
BUIOB)  0€3  BpPEMEHHBIX  3aJepKeK  COCTOSAT M3  CHUCTEMbI
i depeHnnanbHbIX ypaBHEHHH, XapaKTepPU3YIOUUX MOMYJSIHI0 BUAOB B
KaXJplid MOMeHT BpeMeHH [33, 34]. Kiaccuueckass MOJielib KOHKYPEHITHH,
npempioxxkeHHas A.Jlotkoit u B.Boxereppoit [35], onmcheiBaeTcs cucTeMoit
nmudepeHIraIbHbIX ypaBHeHUH Bra (1):

O By
e : (M)
2t = Gx =)y

Ie X U Y — 3aBUCHUMOCTU OT BpPEMEHU t , KOTOpBIE XapaKTEePU3YIOT
COOTBETCTBEHHO, KOIMYECTBA BUIOB JKEPTB U XHIHUKOB, Ol — BEPOSTHOCTh
TOT0, YTO KEPTBBI PA3MHOXKATCS; Y — BEPOSITHOCTD TOT'0, YTO XUIHUK YMPET
OT ronofa; 3 — BEpOATHOCTH TOTO, YTO JKEPTBA OYAET ChelleHa XHUIIHUKOM;
8 — BEpOATHOCTb TOTO, YTO XHINHUKY XBaTHT €Abl Ha JaibHeimee
Pa3MHOXKEHHE.

Kak mnpaBuno, ansd pemeHHs NPUKIAIHBIX 33434 IPUMEHSIOTCA
MOIU(UKAIMK KIACCHIECKOM MOJENN «XHIMHUK-KEpTBa». Pacmmpenne
BO3MOKHOCTEH KIIaCCHUECKOW MOJAETH «XMIHUK-KEPTBa» OCYIIECTBISAETCS
nyTeM J00aBieHHs OTpaHMYEHHH Ha KOJIMYECTBO PECYPCOB IS KEPTB,
yueTa BIHSHUS OKpYXKAIOUIEH cpenbl, CO3AaHUS IPOCTPAHCTBEHHOU
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CTPYKTYPBI, a TakXe 3a CYeT BBOJAa HECKOJNBKHX BHJIOB JKEPTB U
xunTHUKOB [36 — 38]. Tak, pacmmpeHHbIE MOJETH KOHKYPEHIIMH YCIEITHO
MIPUMEHSIOTCS B OKOJIOTHM M MeaunuHe. Hanmpumep, B ucciemoBanuu [39]
paccMOTpeHa BO3MOKHOCTh TPHMEHEHHS] MOJAETH «XHIITHUK-XEPTBa» IS
MOJICIIMPOBAHMSI TIPOILIECCOB, CBA3aHHBIX C OYHCTKOW CTOYHBIX BOM, T/IE
3arps3HATENF BCTYNACT B KAa4ECTBE KEPTBHI, a OMOIIOTHYECKH AKTUBHBIN
ui— B poiu xuiHuka. B uccnenosanuu [40] npeacTaBieHa MeIULIMHCKAS
MOJEIb HMMMYHHOW pEaklMd, B paMKaX KOTOpOHl  OIMHUCHIBACTCS
B3aMMO}1€ﬁCTBMe MCXKIAY QaQHTUICHOM W aHTUTCIIOM. TaK)Ke, MO/JCIIb
KOHKYPEHIUN MPUMCHACTCA B KOMIIBIOTCPHBIX HayKax [Jid OIMMCaHU
JUHAMHUKHU BSaHMOJIGﬁCTBHH MEXKIY pa3jIMYHbIMU y3J1aMH B KOMHb}OTepHOﬁ
ceTH, JUii MOJCIMPOBAHUS MPOIECCOB, OoprommMXcs 3a oOagaHue
pecypcamu (HampuMep, HECKOJBKO MPOIIECCOB MOTYT KOHKYPHUPOBAaTh 3a
MPOIIECCOpPHOE BpeMs WM 32 TMaMATh), a TaKkKe B CICHAPHAX
WHPOPMAMOHHOW O€30mMacHOCTH, TAE B POJH JKEPTBBHI BEICTYIIAaeT
CLEHapuil MHLMIEHTA, a B POJIM XUIIHHKA — 3alIUTHBIA MexaHu3Mm [41].
Takum 00pazoM, YYUTHIBasT UMCIONIUIICS YCICIIHBI ONBIT MPUMCHEHUS
Mozenell KOHKYPCHIMHM B pPa3MYHBIX OONACTIX, B TOM YHCIE B
KOMIIBIOTEPHBIX HayKax, Npejaractcd NMpuMEHUTHL MOACIb KOHKYPCHIIUN
0e3 BpPEMEHHBIX 3aJICPXKEK Uil ONMMCAHHS B3aMMOJCHCTBHSI KOMIIOHCHTOB
CHUCTEM YMHOTO TOpoja M TIIOCIEAYIoIIeH OUEHKH 3(PPEKTUBHOCTH
MIPUMEHACMBIX 3alUTHBIX MCXaHU3MOB.

Pacmupenne MCXOQHOW MOJENd W J00ABJICHHE OTOTHUTEIHHBIX
(akTOpOB W 3aKOHOMEPHOCTEW, OIMCHIBAEMBIX SBHBIMH ()YHKIHSAMH,
MO3BOJIMT TIOJIHO OTPAa3UTh JAMHAMHKY CHCTEMBI YMHOTO I'OpOJa C Y4eTOM
HAIMYAS B HEH HECKOJNBKUX KOHKYPHPYIOIIMX BHIOB. B KauectBe
KOHKYPUPYIOIIUX BHIIOB BBICTYMAIOT JICTUTHMHBIC Y316l U y3JIbI-
HapymuTend. [Ipy pacIIUpeHUN HCXOIHON MOIETH TaKKe HEoO0XOIUMO
YYUTBIBaTh, 4YTO WH(POpPMAUOHHAS WHQPPACTPYKTypa YMHOTO Topojaa
XapakTepU3yeTcsl pa3HBIM YpPOBHEM 3aIlMIIEHHOCTH Y310B. B pamxax
OJHOM KOMIIBIOTEPHON CETH MOTYT B3aMMOJEUCTBOBATh KaK OCHAIIIEHHbIE
MEPEZOBBIMA CPEICTBAMH 3aIIHUTHI [IEHTPAIBHBIC CepPBEPHI M 0a3bl NaHHBIX,
Tak W cnabo 3aluieHHbIe YCTPOWCTBA W JaTdyuku VIHTepHeTa Bemiei
YMHOTO TOpOJa M CHUCTEM TOPOJCKOTO XO03sHcTBa. [IposkcruryatnpoBaB
ys3BumoctH [10 crabo 3amuIIeHHBIX YCTPOHCTB, 370YMBIIIIIEHHUK MOXET
co3nath OOTHET, KOTOpBIA OyJEeT WCHOJB30BaH I  peau3alud
KOMIBIOTEPHBIX aTaK, HAMPaBICHHBIX HAa BBIBOJ U3 CTPOS IIEHTPATBHBIX
CEPBEPOB M MArMCTPAIBLHOTO CETEBOTO OOOPYIOBAaHUS, pPeaHM3allid aTaku
OOJIBIIMHCTBA HA CHUCTEMBI PACIPEACICHHOIO peecTpa W T.O. YUHUThIBas
OCOOCHHOCTH CHCTEM YMHOT'O Topojia U HauboJice BEPOSTHBIC CIICHAPUU
peanu3aii KOMIIBIOTEPHBIX aTakK, MpH pPa3pabOTKe MOJEIH OICHKH
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s pexTruBHOCTH obecrieueHHst MHPOPMAITMOHHOU 0e30MacHOCTH
OIIpe/IeNIeHBI CIESAYIOLINE OHTHL:

—  xumHEK (malicious, M) — yCTpOHCTBO, KOTOPOE OCYIIECTBISET
IeJIeHaIpaBlIeHHbIe KOMITBIOTEPHYIO aTaKy Ha CHCTeMY YMHOTO ToOpoja,
MapmIpyTH3allMI0 W OTHENBHBIE LeNieBble YyCTpolcTBa (ycTpoHcCTBa-
KEPTBHI);

—  keprtBa (normal, N) — ycTpOWCTBO, KOTOPOE BBIIOJHSET CBOIO
LeneBylo (QYHKIHUIO M HE OCYIIECTBISIET JECTPYKTUBHBIX BO3IEHCTBUI 1O
OTHOIIEHHIO K CHCTEME YMHOTO TOpO/Jia;

—  WHQUIMPOBaHHOE YCTPOMCTBO (zombie, Z) — «ycTpOMCTBO-
30MOM», KOTOpPOE OCYIIECTBIS€T JACCTPYKTHBHOE BO3JCHCTBHE B
OTHOIIEHHH CHUCTEMBI YMHOTO TOpOJa ¥ HaXOAWTCS IOJA YHpaBIeHHEM
3JI0YMBILIUICHHHKA;

—  BaKIHMHUPOBaHHOE yCTpoHcTBO (protected, P) — YyCTpOWCTBO,
KOTOpOE B NEpPHOJ JCHCTBHUS BaKLIUHBI SBISIETCS Oojiee 3aIlMIIEHHBIM OT
aTaK 3a CYET HCIIOJIb30BAHUS JOTOTHUTEIBHBIX CPEICTB 3aLUUTEL;

—  BBIBeIEHHOE U3 cTpos ycrpoiicTBo (broken, B) — ycTpoiicTBo,
HECIoCcOOHOE B MOJIHOM Mepe BBINOJIHATH 1IeJEBYI0 QYHKIUIO (B TEPMHHAX
KJIACCUYECKOU MOJIETIH — MEPTBas KEPTBA).

Bce MHOXECTBO YCTPOWMCTB CHCTEMBI YMHOTO IOpOJia MPECTaBICHO
B BHJC COBOKYIMHOCTH ISITW KiaccoB: M (malicious) u Z (zombie) —
xuiiHuky, N (normal), P (protected) u B (broken) — sxepTBbl (pUcyHOK 1).

TpagvunoHHas Moaesb PaclmpeHHas mogenb KOHKypeHumu Ans
KOHKYpeHLum CcUCTeEM yMHOTO ropoga

, =

e R\
XULWHMKN >KeptBbl M z N B .
N\ J

Puc. 1. Knaccsl ycTpoHCTB CHCTEMBI YMHOI'O FOpoJa

G

VYerpoiictBa knaccoB N M P yCHEIIHO BBIIOJHAIOT LEJIEBYIO
(YHKIMIO, IPU 3TOM YCTPOMCTBa Kiacca P 001ajgaroT JONOJIHUTEIbHBIMU
MEeXaHU3MaMH  3alUThl  OT  KOMIIBIOTEPHBIX  aTak  (SBJIAIOTCS
BaKLIMHUPOBAHHBIMU). Y CTPONCTBA KJ1acca B BBIBEJCHBI U3 CTPOS, IPU ITOM
OHHU HE MPEACTABISIOT YIPO3bl ISl APYTHX YCTPOMCTB U MOTYT OBITH JIMOO
BOCCTAaHOBJICHBI B Kiacc NN, MO0 cO BpeMeHeM IepelTH B cocrosiHue D.
VYcerpoiictBa kimacca M HaxomsTcs MO IPSIMBIM - yIIpaBJICHHEM
3JI0yMBIIIJICHHUKOB, PEAIN3YIOT KOMIIBIOTEPHBIE AaTaKH M CTPEMSTCS
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IepEeBECTH YCTPOICTBA U3 KiaccoB P u N B kiaccel Z U B B 3aBUCUMOCTH OT
meseit 1 MOTHBOB. Y CTPOMCTBA Kitacca Z SBISIOTCS 30MOM, OHU PEaTn3yIoT
KOMIIBIOTEPHBIE aTaKU Ha YCTPONCTBA KJIacCcoB N U P, cTpeMsCh NEPEBECTH
UX B KJacc B, mpm 3TOM OHM MOTYT OBITh BOCCTaHOBJICHHI B Kiacc P.
CocrossHe D — TepMHHAJIBHOE COCTOSIHHE, TIPH KOTOPOM YCTPOHCTBO
BBIIIJIO U3 CTPOs. YCTPOWCTBA Kiacca B MepexonsT B 3TO COCTOSHUE, €CIU
OHM He OBUIM CBOEBPEMEHHO BOCCTAaHOBJIEHBI B Kiacc N, a ycTpo#cTBa
KiIaccoB M u Z mpu ycmemHoW paboTe 3allUTHBIX MexXaHu3MoB. Ha
pHCYHKe 2 IpejcTaBiIeHa AuarpaMma COCTOSTHUN 00BEKTOB.

Puc. 2. JlnarpamMma cocTOsTHUI 0OBEKTOB CHCTEMBI YMHOTO TOpOJia

YecrpoiicTBa kitaccoB Z U B MoryT OBbITH BOCCTaHOBIIEHBI B Kilacc N €
BEPOSITHOCTSIMU 17 U 1. Y CTpoicTBa Kinacca M WHPUIUPYIOT ycTpoicTBa N
u P ¢ BeposTHOCTAMU T4 U T,. [log Bo3nelicTBHEM yCTPONCTB U3 KitaccoB M
u Z xeprBel W3 KinaccoB N u P Moryr mepeditu B Kiacc B ¢
ko3 HHUIIHEHTAMH € U €;. Y, A, C — KOADOUITUEHTH BHIMUPAHUS YCTPOWCTB
knacca B, Z, M. YcrtpoiicTBa kiacca N CTaHOBATCS BaKUMHUPOBAHHBIMH
(mepexomsaT B Kimacc P) ¢ BEpOSATHOCTBIO [3. YCTOWYHMBOCTD K 3apaKCHHIO
(BakIMHAIUA) MPOMANacT CO CKOPOCTHIO, TPSAMO MPOMOPIMOHAIBHON
KO3 unueHTy 1. YcTpoiicTBa KiaccoB Z U M MOTYT BBIMHUPATH TOJBKO
O]l BO3JIEHCTBHEM CHCTEMBI 3aIIUTHl — «OXOTHHKay», KOTOpas HaIpIMYIO
BIMsIET Ha 3HadeHWe Kod3(pduimerToB a u ¢ . BeposTHOCTHBIE
KOX(QQUIUEHTH MOIETH OMNpPENeNAIOTCS Ha OCHOBE CTAaTHCTHYECKHUX
MAHHBIX 3a NPOIIEANINHA IIePHOA, a TaKKe B pe3yJbTaTe dSKCIEPTHOU
orenku. KoaguimeHTs MOIeN yKa3aHsl B Ta0Omuie 2.
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Tabmmma 2. Koadpunmentst mogenn

N P B V4 M D
N B & T,
P n & T,
B L} 22
V4 n a
M c
D

Hcxoast u3 BBeJACHHBIX OOO3HAYCHUH M MOJEIH KOHKYPEHIHH,
(dbopManbHOe OMUCaHHE COCTOSIHUM CHCTEMBI YMHOTO TOpojia M pa3sBUTHUS
KOMITEIOTEPHBIX aTaKk B HEW MOYKHO TPEJCTABUTH B BHJIE CUCTEMBI (2):

dN N
€ ngN (1 - Q—N) +NP(m—B) —eNB—1,NZ+1r,B+nrZ—myN
ap P
—==pgP (1 - —) + NP(B—n) — &,PB—t,PZ —mpP
dt Qp
daB B
——=h,B (1 ——) +&,NB + &,PB —1,B — B(u+ mp) . 2)
dt Qs
dz A
T 242 (1 —Q—Z) +t0,NZ+1PZ—1Z— aZ

dM

= m(1-20)~cM
dt_mg ) c

M

B cucreme ypaBHeHmid mapameTpsl Qy, Qp, Qp, Qz, @ OTpaxaroT
KOJIMYECTBO YCTPOWCTB, NpHUHAJuIekKalMx kinaccam N, P, B, Z, M,
cooTBeTCTBEHHO. Koapuuunentsr ng, pg, by, Zg, My XapakTepusyroT pocT
KOJIMYECTBa YCTpPOMcTB B Kkiaccax N, P, B, Z, M, cOOTBETCTBEHHO.
[MapameTpsl mp, Mg, My OTPAKAIOT BEPOSTHOCTH MPOMAaXa «OXOTHHKA
(monasaHus 1o ycTpoicTBaM u3 kiaccos P, B, N).

4. ®opmanu3anua pemaemoii 3agaun. OnpegeneHue KpUTepus
ycroiiuuBocTu. CorjacHO MNpenioKEHHOW MOJIENH, pellaeMoil 3amaueit
SIBIISICTCA MaKCHUMU3aIsl KO3 QHUINECHTOB BEIMUPAHUS UL KIaccoB M u Z,
TIPH ATOM BEPOATHOCTH IpOMaxa JOJDKHEI cTpeMuThest K Hymo (3). Kpome
TOTO, YYUTHIBAs, YTO YCTPOUCTBA Ki1acca Z MOTYT OBITH BOCCTaHOBIICHHI B
Kjacc N, OTHOCHTENBHO Kilacca Z BBeACH KOI(D(UIMEHT 7y, KOTOPBIH
HapaBHE C a, JOJDKEH CTPEMHUTHCS K MAKCHMYMY:
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((mn =0
mp = 0
mg — 0
[r1—>oo' 3)

&

Jlnst oneHKH 3P GEKTUBHOCTH oOecredeHus] 0e30MacHOCTH CHCTEM
YMHOTO TOPO/ia B YCIOBUSX BO3JICHCTBHSA aKTyalbHBIX YTPO3 0€30MacCHOCTH
orpejieieHa ToYKa yCTOWYHBOCTH CHCTEMBI — Hyieall.

Wpneanom cucremsl (2) siBIIsSETCS COCTOSHHUE, IIPH KOTOPOM B MOJEIHN
MPUCYTCTBYIOT YCTpOiicTBa KiaccoB N U P, BRINOIHSIOIIKE CBOIO LIETIEBYIO
¢byHKIMIO, a ycTpolicTBa KiaccoB M, Z u B OTCYTCTBYIOT.

Touka YCTOHYHBOCTH CHCTEMBI Py(Ny, Py, By, My, Zy) =
Py(Ny, Py, 0,0, 0) noctrmxuma npu 3HaueHusix (4):

oMy — — - — -

( " QN(QPP Ny QpQn(n B)(ng mN) mepng)(T] B _ Qnmy

| pgngz + ngQPQN(T] - B)Z Wy

{ P = QPpgng - QPQN(T] - B)(ng - mn) - mPQPny
0 =

|

No = Qu

pgng + QPQN (T] - B)z ' (4)
By=0
My =0
Zy=0

Toraa i TOCTHKEHUS! TOYKH YCTOWYMBOCTH HEOOXOIMMO PELIHTh
3a7a4y ONTUMH3ALNH HYHKIHH «OXOTHHKA» (5):

he (t)—>max. (5)

@Oyukuus he (t) umeer nunamuueckuil mapamerp @ = {@4, ..., Pr},
KOTOPBII IpeacTaBisieT co00H MccaeIyeMblid B JaHHBIH MOMEHT BpeMeHH t
Ha0Op BXOJHBIX JIAHHBIX: IAPAMETPBl CUCTEMBI YMHOT'O T'OPOJIa, JOCTYITHBIE
BBIYHCIIUTENbHBIE PECYpPChl, TEKYIIMH ypoBeHb yrpo3 OesomacHoctH. Ha
OCHOBE BXOJHBIX HaHHBIX {®g, to} QyHKuHUs he (t) onpenenser, Kakoi u3
3aIIMTHBIX MEXaHW3MOB JIOJDKEH OBITh BHIOpaH Juisi oOecrieueHus Hanboee
TOYHOTO U OBICTPOTO aHAJIM3a YIPO3 U PearupoOBaHuUs Ha HUX.

KpureprieMm  yCTOWYMBOCTM  3aIIMINAEMOM  CHUCTEMBI  CIIY’KUT
COBOKYITHOCTb ~ ycioBHH  (6) (CKOpPOCTH  BBIMHpPAHHS  YCTPOWCTB-
3JI0YMBIIICHHUKOB M YCTPOWCTB-30MOHM BBINIE, YeM CKOPOCTh Iepexojia
YCTPOHCTB W3 HOPMAIILHOTO COCTOSIHUS B 3apa)XKCHHOE WIIM BBIBEICHHOE M3
CTPOs,, TPH OSTOM KOJHMYECTBO JIOKHBIX CpabaThIBAHUA HE IOJDKHO
TpeBBIIATH A, IpH Qp > 01 Q7 > 0):
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my <A
mp <A
mg <A
a> g
a> g,
{a> 1. (6)
a> T,
c> &g
c> g
c> T
cC> T,

Takum 00pa3oM, B COOTBETCTBHU C pa3pabOTaHHOH MOJEIBIO
s exTrBHAS 3amIKUTa JOHKHA 00ECIIEYUTD BBITIOJTHEHNE CHCTEMEI (6).

5. JkcnepuMeHTalbHOE HccJdeqoBanume. Ha 0aze cereBoro
amysstopa NS-3 pa3paboTaH 3KCIEPHUMEHTAIBHBIA MaKeT, BKJIFOYAIOIIUN
HMHUTALUOHHBIE MOJENN THUIOBBIX CHUCTEM YMHOIO TOpoja: CeThb
TpaHcnopTHbIX cpeacTB (cetb VANET), npoMbIlIeHHBIH HHTEpPHET Bemien
(IIoT) u cepBuc ymnpaBneHus sHepropecypcamu. Ilpu 3amycke cueHapus
MOJIb30BATENI0 HEOOXOAMMO YKa3aTb psAI TMapaMeTpoB: Tropoj, oduiee
KOJIMYECTBO Y3JI0OB B CETH, IUIOTHOCTh PACIOJOXKECHHUS IPUAOPOKHON
HHPPACTPYKTYpbI (0a30BBIX CTAHIMH, YMHBIX CBETO(OpPOB, IIMEKTPOHHBIX
tabmo, A3C # T.I.) U TPAHCIOPTHBIX CPENCTB, MAKCUMAIIFHYIO CKOPOCTH
IIBIDKCHUST aBTOMOOWIICH, IPOTOKON MapIIPYTH3AIlMH CETeBOrO Tpaduka
(peaxtuBHBIT AODV wmm mpoaktuBHbiii OLSR). Tarxke HeoOXommmo
YCTaHOBHTH IapaMeTPhl MOJICIUPOBAHHS KOMITHIOTEPHBIX aTak (yKa3aB THII
aTaky, BpeMs Hauyala ¥ OKOHYaHMA aTakW, KOJUYECTBO Y3JIOB-
3JI0yMBIIIJICHHUKOB). [lasiee B 3aBUCHMOCTH OT BBIOPaHHBIX MapaMeTpoB
3aIycKaeTcsl OIpEeJeNIeHHBIN CIleHapuil MOJeNupoBaHMA, HaOIr0#aTh 3a
XOZOM MOJEIUPOBAaHUA MOXXHO C HCIOJB30BAaHHEM BH3yaJaH3aTopa
NetAnim. B mnpouecce MOIETMPOBaHMS TI'€HEPUPYIOTCS CHHTETUYECKHE
JTaHHbIE TPEX TUIIOB: IaMII CETEBOTO TpaduKa, TaOIUIBl MAPIIPYTU3AINH H
o0Imass CTaTUCTHKA O COCTOSHHM CHCTEMBl YMHOTO Topoaa (Tekymas
MPOMYCKHAsI CIIOCOOHOCTh, KOJMYECTBO JIOCTABJICHHBIX M IOTEPSIHHBIX
CETEBBIX MAKETOB U T.JI.).

Ha pucynke 3 mpenctaBiieH TNpUMEp IKCIEPHUMEHTAIBHOTO
CleHapys, B KOTOPOM 3JIOYMBIIUIEHHHK IIOCJIEIOBATEIBHO pEaTn3yeT
KOMITBIOTEpPHBIE aTakd Ha JAWHAMUYECKYI0 MapLIPYTH3aLlUI0 U CHUCTEMY
pacmpeneneHHOro peecTpa, UCIOIb3yeMble B CETH TPAHCIIOPTHBIX CPEACTB
VANET. JlaHHBIA CIigHApWid MpENIojiaraeT CeTEeBOE B3aUMOJCHCTBUE
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Y3JI0B-aBTOMOOMIICH U 0OBEKTOB MPUAOPOKHON MHPPACTPYKTYPHI YMHOTO
ropoja.

= P waEsiis ot s i T o m w3 [3|Msml | B oMaC T
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Puc. 3. MozenupoBaHue «aTaky OONBIINHCTBAY» HA pacHpeieNICHHBIH PeecTp B CETH
tpancnoptHeIX cpexcts (VANET) ymuoro ropona

B xoze paccmarpruBaeMoro CieHapusl IBa aBTOMOOWIS MOMAaoT B
HTII, nociae yero NpoU3BOIAT HOIBITKY OTIPABUTH COOTBETCTBYIOLIEE
cooOmeHne B LEHTP  YNPaBICHUS  JOPOXHBIM  JBIDKCHUEM.
3MOYyMBIIINICHHUK ~pealn3yeT KIACCHYECKYI0 aTaKy «d4epHas JIpIpay
(blackhole attack) [42], HampaBieHHYI0 Ha HapylIeHHE MapLIpyTH3aLUuU
MEXAY Y3J1aMH, B pE3ylbTaTe 4ero OTOpachIBAIOTCS CETEBHIE MAKETHI,
NOJy4eHHble OT aBToMoOwmied, nonasmmx B JTII, m BcreacTBue 3TOTO
cracareNibHbIC CIYKObI HE MOJMY4aroT COOOIICHHE 00 aBTOMOOMIBHON
aBapuM M He NpUOBIBAIOT Ha MecTo mnpouciuecTBus. [lanee HapylmuTelb
0€30MacHOCTH peaNn3yeT HW3BECTHYIO «aTaky OOJBIIMHCTBa» (majority
attack, 51% attack) [43], HameneHHyI0 Ha HCIIOJNB3YEeMBIH B CHCTEME
pacIpeneneHHbli  peecTp. ATaka OOJBIIMHCTBA BO3HHKAET, KOTAA
3JI0yMBINIICHHUK (TPYIIa 3J0yMBIIJICHHUKOB) IIOMYYaeT KOHTPOJIb Hal
6onee yem 50% BBIYHCIUTENHHOM MOITHOCTH CETH PEECTpa, UTO IO3BOIIET
MaHUIYJIMPOBAaTh KOHCEHCYCOM — B TakOM Cllydae aTakKyIOIIHH MOXET
NPOBOANTH JIBOWHOE pPAcXOJOBaHUE CPEICTB, MCKIIIOYATh TPAaH3aKUUU WU
U3MEHSITh MOPSIJIOK TPAH3aKIUH, a TaK)Ke HapylaTh paboTy CeTH, MOPbIBas
ee JICHECHTPATN30BAHHOCTE W JOBEPHE CO CTOPOHBI IOJib30BaTeneil. B
paccMaTpuBaeMOM CLIEHApUH YCIIElIHas araka OOJBIIMHCTBA CTaBHT O]
yIpo3y IIEJOCTHOCTh PACHpEeAeTICHHOTO peecTpa, B pe3yiabTaTe dero
NPUOCTAHABIMBACTCS  MOATBEPXKICHUE HOBBIX TpaH3aKLUUi, M, Kak

Informatics and Automation. 2026. Vol. 25 No. 1. ISSN 2713-3192 (print) 95
ISSN 2713-3206 (online) www.ia.spcras.ru



NHO®OPMAILIMOHHA S BE3OITACHOCTD

CJIEICTBHE, MOCTPA/aBIIasi CTOPOHA HE MOIYyYacT CTPAXOBYIO BBIIIATY OT
CcTpaxoBoi KoMmnaHuu 3a npousomeamiee A TTI.

Cuctema 3amuThI, COCTOAIMIAs U3 HabOpa IETEKTOPOB, PEaIn30BaHA
B BHJIE OTICIBHOTO MporpaMMHOro Monymsi. /[l oOHapykeHus
BPEIOHOCHOW  aKTUBHOCTH  HCHOJNB3YIOTCA ~ Kak  TPaAWUIMOHHBIE
9BPUCTUYECKHE,  IOPOTOBBIE M CHTHATYPBl ~ METOABI  3aIlUTHI
(9kcnepuMeHT 1), Tak U COBpPEMEHHBIE CPEACTBa — OOHApY)KEHHE aTak C
MOMOILBI0 CBEPTOYHON HeWpoceTH, AMHAMHUYECKYI0 MapIIpyTH3alMI0 Ha
0a3e MypaBbMHOTO aIrOpUTMa W TNpOTOKON Oiokueiina Hashgraph c
BHEIPEHHOI MoJenbio fgoBepust (dkcmepumeHT 2). Ha Bxon cucreme B
peXHUME pealbHOr0 BpPEMEHM IOJAIOTCS CTEeHEpUPOBAaHHBIE B XOJE
MOJIEIMPOBaHMsI CHHTETHUYEeCKUe NaHHbIe. Ha ocHOBe aHanmM3a MOTydeHHBIX
JTAaHHBIX CHCTEMOH IPUHHUMAETCSI pelieHne 00 0OHapy>KeHNH 1 OJIOKHPOBKE
y3na-Hapymmuress. Takke HelpepblBHO paboTaeT MpOrpaMMHBI MOIYIb,
peaNM3yIOmMiA CO3MaHHYI0 MOJAENb OIEHKH 3(P()EKTHBHOCTH CHCTEMBI
3amuThl. B X01€ MoAennpoBaHus HEPEPHIBHO BEAETCS OLICHKA KOJIMYECTBA
Y3JIOB Pa3HBIX THIIOB.

Jliist paccMaTpuBaeMoTro JeMOCLICHAPHUS Ha PUCYHKaX 4 M 5 Toka3aHa
3aIpOTOKOJIMPOBAaHHAA JTUHAMMKA KOJMYECTBA Y3JI0B KaXKAOTO Kiacca IMoJ
BO3ICHCTBHEM KOMIIBIOTEPHBIX aTaK «d4epHas JAplpay (Hagamo B Touke 40
CeK.) M «aTaka O0NbIIMHCTBAY (Hayaso B Touke 220 cex.).

IKcnepumenT 1

90
=
5 80 . -
e 70 v
g 60 /
> I N
9 50 ;
5
g 40 I - B
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20 7/
2 M
el T e seissssses
10 ,A‘-- , RTINS
0 B LE L L Ll

0 40 80 120 160 200 240 280 320 360
Bpemsa MOAe/IMpoBaHna, CeK
Puc. 4. lunamuka KoJau4ecTBa y3/10B (IKCIIEPUMEHT 1)
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JKCNepumMeHT 2
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Puc. 5. lunaMuka KonudecTBa y3JI0B (IKCIEPUMEHT 2)

Cucrema obecriedeHust nH(HOPMAITMOHHON 0e30MacHOCTH,
HCTIOIB30BaHHAs B TIEPBOM JKCIEPUMEHTE (PHUCYHOK 4), HE COOTBETCTBYET
YCTaHOBJIEHHOMY KpUTEpHIO ycToiunBocTH. Ilpu mepBoil aTake B TOUKE,
COOTBETCTBYMOIIEH oTcueTy BpeMeHH 40 cek., HapyImINTeIh CBOEBPEMEHHO
0oOHapyXeH U HM30JIMPOBaH, B Pe3yJbTaTe Yero MaplIpyTH3aLHs CETEBOTO
Tpaduka BoccTaHaBimBaeTcs KO BpeMeHu 220 cek. OpmHako, BTOpas
KOMITBIOTEpHAsl aTraka OOHapyKeHa CIMIIKOM I[03[JHO, YTO IIPHBEIO K
HapyLIIEHUIO LEJOCTHOCTH pAaclpeleIeHHOIO0 peecTpa U OCTaHOBKE
TpaH3akIMHA. B Xome anbTepHATHBHOIO ClieHapus (PUCYHOK 5) cucrema
3alIUTHl C aJaNTHPOBAaHHON KOH(QHUTYpaIlMeidl OEeTEeKTOPOB CBOEBPEMEHHO
oOHapyxmita o0e aTaku W M30IUpOBaia y3JbI-HAPYIIHUTENEH, B pe3ylbTaTe
gero cetb VANET BepHymnace B pabodee COCTOSHUE.

Jns mpoBeneHus Oojee MacmTabHOTO AKCIEPHMEHTa pa3padoTaH
CICHApHii, B KOTOPOM 3JIOYMBINUICHHHWK IIOCICIOBATEIBHO pEan3yeT
CepHI0 KOMIBPIOTEPHBIX aTaKk Ha WHQOPMAMHOHHYIO HWHQPPACTPYKTYPY
ymMHOro ropoga. IlepBas araka — ToilydyeHHE KOHTPOIS  Haj
C1a003alIUIIIEHHBIME YCTPOWCTBA YMHOTO TOpojJa 3a CUeT JKCILTyaTalluu
ys3Bumoctu I10. Bropas araka — pacmpenerneHHas aTaka THIAa «OTKa3 B
obcnyxuBanun» (DDoS-ataka) Ha ueHTpanbHble Yy31bl ceTd. Ilpum
pcaiusanu I[aHHOﬁ aTaK 3JIOYMBINIJICHHUK HMCIOJIB3YCT B3JIOMAaHHBIC B
XOJ/ie MepBOi aTtaku y3ibl-30MOM. TpeThsi artaka — aTaka «4epHas JbIpay,
HaTpaBJICHHAs Ha HapyIICHHE MAapIIPYTH3alUH CETEBOIO TpaduKa U, Kak
CIIEICTBHE, HApYIICHHE CTAaOMIBHONH pabOTBI CETEBOTO O00OpYIOBAaHUS
(0a30BBIX cTaHIMH, KOMMYTAaTOPOB W MaplipyTu3aTopoB). UYerBepras
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aTaka — «araka OOJNBIIMHCTBA», HAIpaBICHHAs Ha HapyIICHHE pPaOOTHI
CHCTEMBI pacIpeiesICHHOTO0 peecTpa. B pesynbprare MpoBeAeHUS TaHHBIX
aTak (YHKIMOHHPOBAHHWE CETH YMHOIO Topoja OyIeT IIOJHOCTHIO
OCTaHOBJICHO.

B KkadecTBe 3alIWTHBIX MEXaHM3MOB pEATM30BaHBl Pa3IHYHBIC
METOJBI, MpPEINIOKCHHBIE B MpensIaymumx paborax aBTOpoB. Tak, s
0oOHapyXeHHs BPEIIOHOCHBIX CUTHATYp, NpeIHa3HAUYEHHBIX ISl B3JIOMa
cn1abo3alMIIeHHBIX YCTPOHCTB YMHOTO Topona, u oOHapyxenus DDoS-
aTaKky peaJIi30BaH METOJ Ha OCHOBE CBEPTOUHON HelpoceTH (B Tabiuue 2 —
CNN) [44]. TIpenMyliecTBOM JaHHOTO PEIICHUS SBJSIETCS BO3MOMXHOCTH
ObicTporo aHanm3a OonbmMX 00BeMOB  cereBoro  Tpadwmka. s
06Hapy)1<eH1/1;1 aTakyd Tulla «4€pHasd JAbIpa» HCHOJB30BaHbl METOAbLI Ha
OCHOBE POCBOTO MHTEJIICKTAa: MYPaBEHHOTO aNropuT™a (B tabmmie 2 — Ant)
U Kamens Boabl (B Tabmume 2 — Waf) [45]. IlpenmMymecTBOM HaHHOTO
pelIeHus  ABMSACTCA €ro NPUMEHHMOCTh Ha  y3JlaX C  HHU3KOH
BEIYHCITUTEIFHOH MOITHOCTBHIO M B YCJIOBHUSX LEHTPAIN30BAaHHOCTH CETH,
9TO XapaKTepHO i MH(pacTpykTyp yMHOrO ropona. s oOHapyXeHUs
«arakd OONBIIMHCTBA» pEalli30BaH MEXaHW3M KOHCEHcyca Ha 0aze
nporokona Hashgraph, nomonHeHHbIit Mojenbio goBepus (B Tabiuie 2 —
Hash) [46]. TIpeumyiiecTBOM JaHHOTO 3al[UTHOTO MEXaHWU3Ma SIBISETCS
BO3MOXXHOCTDb BBIABJICHUA W U30JAOMU BPCIAOHOCHBIX Y3JIOB Ha PaHHHUX
Tramnax pa6OTI)I CCTU, CHUIXKAA UX BJIUAHUE HA IMPOLECC I'OJJIOCOBAHUA U TEM
caMbIM TOBBIIIAS BU3AHTUHUCKYI0 OTKa30yCTOHYHBOCTH pPacHpeleIEHHOTO
peecTpa, a TakXKE YCTOHIUBOCTh CHCTEMEI.

B Xome SKCHEpUMEHTOB TECTHUPOBAIUCH pPa3NIMYHBIC KOMOWHAIMH
3alIMTHBIX MEXaHW3MOB, BKJIOYas TPAJAWULMOHHBIA IOJIXO0J, B KOTOPOM
UCTIONb3YeTCS CHTHATYPHBIH JETEKTOp aTak, W IepeOopHble COYeTaHus
aIbTEPHATHBHBIX 3AIIMTHBIX MEXaHW3MOB. B Ttabnuue 2 npencraBieHbI
pe3ynbTaThl OLEHKH 3(P(PEKTUBHOCTH TECTOBBIX KOH(MHUTYPALMH 3alUTHI,
MOJydCHHBIE C WCIOJNb30BaHHEM pa3zpaboranHOH Mmozenu. KommuecTBo
JOXHBIX cpabaTeiBaHMi He npomkHO mnpeBemate A=0,03 (3%). B
COOTBETCTBUU C BBEICHHBIM KPUTEPHUEM YCTOWYMBOCTH (6) CHMBOI «—»
03HAa4YaeT, 4TO0 B JAaHHBIA MOMEHT B CETH HET Y3J0B TOTO THIIA, IUISA
KOTOPOTO paccuuThiBaeTcs KodpdummeHT (HampuMep, TPH peaTu3aiiu
MIEPBOI1 aTaky, ETbI0 KOTOPO SIBIISIETCS dKCIUTyaTanus ysa3sumoctu 110, B
CEeTH HET Y3JIOB-30MOM U Y3JIOB, BBIBEJICHHBIX U3 CTpos). KpacHbIM 1BeTOM
W TepeYepKHYTHIMH 3HAaKaMH CpPaBHEHHMsS OTMEYEHBI TE YCJIOBHA U3
kputepus (6), KOTOpbIE HE BBINOIHSIIOTCS.

B pesynbrare CpaBHHTENBHOTO aHallM3a pasHbIX KOH(UTypanmi
YCTaHOBJICHO, YTO CHUCTEMa 3allHThl, COCTOsAIIAs M3 Habopa «CBEPTOYHAsS
HelipoceTb + MypaBbuHBIH anmroputM + mnporokos  Hashgraph,
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JIOTIOJTHEHHBIA MOJIEJIbIO JOBEPHUS», COOTBETCTBYET 3aJJaHHOMY KPUTEPHIO
ycroitunBoctu. [lanHas KOH(WUTYpamuss CHCTEMBI 3aIIUTHI MOXET OBITH
Pe3yIBTATUBHO MCTIONF30BaHa YIS 3aIIATHI CETH YMHOTO TOPOAa.

Tabmmma 2. CpaBHUTENBHAS OIleHKa 3G (HEKTUBHOCTH PA3IMIHBIX KOHPHUTYpaui
CHCTEMBI 3aLIHUThI

KomOuHamus Araka
cpeacTB IKCILL. YH3B. DDoS-araka «4epHasi Ataxa
11(0] 00JILIIHHCTBA
3alllUThI AbIPpa»
0,05 £ 0,03 0,02 < 0,03 0,24 0,03 0,36 < 0,03
0,04 £ 0,03 0,02 < 0,03 0,17 % 0,03 0,31 % 0,03
- 0<0,03 0,22 £ 0,03 0,27 % 0,03
Tpaduyuonnbviit - 0,21 » 0,52 - -
demexkmop - 0,21 » 0,42 - -
amak na 6ase - 021* 0 - -
Konmponsa - 021* 0 - -
cuznamyp 034> 0 0,36 » 0,52 021> 0 012> 0
034> 0 036 # 042 021> 0 012> 0
0,34 » 0,53 036> 0 021> 0 0,12> 0
0,34 > 0,23 036> 0 021> 0 0,12> 0
0,01 < 0,03 0,02 < 0,03 0,01 < 0,03 0<0,03
0,01 < 0,03 0,02 < 0,03 0,01 < 0,03 0<0,03
- 0<0,03 0<0,03 0<0,03
- 0,44 > 0,31 - -
CNN + Ant + _ 0,44 > 0,21 _ _
Hosh 0,44 > 0
- 0,44 > 0 - -
0,47 > 0 0,44 > 0,31 048> 0 0,65> 0
047> 0 0,44 > 0,21 048> 0 0,65> 0
0,47 > 0,22 044> 0 0,48 > 0 0,65> 0
0,47 > 0,11 044> 0 0,48 > 0 0,65> 0
0,01 < 0,03 0,02 < 0,03 0,04 £ 0,03 0,04 0,03
0,01 < 0,03 0,02 < 0,03 0,03 < 0,03 0,03 < 0,03
- 0<0,03 0,02 < 0,03 0,01 < 0,03
- 0,44 > 0,31 - -
CNN + Wat + _ Oﬁ 4> 0.21 _ _
PoS 44>0
- 0,44 > 0 - -
047> 0 0,44 > 0,31 039> 0 042> 0
047> 0 0,44 > 0,21 039> 0 042> 0
0,47 > 0,22 044> 0 039> 0 042> 0
0,47 > 0,11 044> 0 039> 0 042> 0

Hanpumep, mns apyrodl KOHGUrypauuu CpeicTB 3allUTHI, IJie
UCTIONB3YeTCs JIETEKTOp Ha 0a3e CBEPTOYHOI HEHpPOCETH, AITOPUTM Karlellb
BoJiblI (Wat) u npotokoi koHCeHcyca PoS, O0IBIIMHCTBO YCIIOBUH KpUTEpHs
TaK)Ke BBIMOJHACTCS, OJHAKO NMPH OOHApYXEHUH aTakd «depHas JbIpa» |
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«aTaku OONBIIMHCTBAY» KOJIWYECTBO JIOKHBIX CpabaTHIBaHUI IPEBHIIIACT
IOpOr, a CKOPOCTh BBIMHPAHUS Y3JOB-HApYIIUTEIEH 3HAUYUTEIBHO
CHMXAeTcd 1O  CPaBHEHUI0 €  MpeAblaylell  pacCMOTPEHHOM
KOH(pHUTrypanuei.

6. 3akaroueHnue. IIpoBenenHoe HCCIIEIOBAHUE TO3BOJIHIIO
YCTaHOBHTH, 9TO OICHKA 3()(HEKTUBHOCTH CHCTEM 3aIIUTHl YMHOTO TOpoia
IOJDKHA 0a3MpoBaThCSl HA JIMHAMHYCCKHUX MATCMATHUCCKUX MOJCIIAX,
YUUTBHIBAIOIIMX OBOJIIOIMIO KaK oOOBEKTa 3alllUThl — 3alUIiaeMoin
nH(pPacCTPyKTYpHI, TAK U aTaKylollel CTOPOHBI — 00beKTa yrpo3. B nanHom
UCCJIEJOBAaHUM TOCTPOEHa MOJIENb OLEHKH A(P(PEKTUBHOCTH OOeCHeueHus
nHpopManMOHHON  0E30HacHOCTH B CHUCTEMax YMHOIO  Topoja,
Oasupyromasics Ha MOJEIM KOHKypeHIuu. PaspabotanHas MOJeib
JEMOHCTPHPYET, YTO YCTOMYMBOCTH CHUCTEMBI IOCTHTACTCS ITPH yCIOBUU
mpeoOiaamaHust CKOPOCTH BEIMHPAHUS 3JIOYMBINUICHHHUKOB U YCTPOHCTB-
30MOM HaJ CKOPOCTBIO 3apakeHUs IIN BBIBOJIa W3 CTPOS HOPMaIbHBIX
Y3JI0B.

C ucnoip3oBaHUEM pa3pabOTaHHOTO IKCIEPUMEHTAIFHOTO MaKeTa
CHCTEM yMHOTO TOpOJa TMPOBEACHO  MOJCIHPOBAHUE  Pa3BHTHUS
KOMIBIOTEPHBIX aTak THUIIa «OKCIUTyaTanus YA3BUMOCTU HO»,
«pacTpelieieHHBIl 0TKa3 B OOCITYKHBaHMW», «4epHas AbIpa» M «aTaka
OONIBIIMHCTBA» B  CETH  TpaHCIOPTHBIX  cpeactB  VANET  wu
HpOTHBOHeﬁCTBHﬂ UM Pa3JIMYHBIX KOM6I/IH&HI/Iﬁ 3allIUTHBIX MECXAaHU3MOB.
OkcnepuMeHTanabHas BepH(UKaLusS MOJETNM Ha MakeTe MOATBEpANIa ee
MPUMEHUMOCTh JUI aHalli3a aTrak pa3InYHbIX THIOB. Pa3paboTaHHas
MOJICJIb MO3BOJISICT B JMHAMUKE ONPEACIATh ONTHUMAIBHYIO KOH(PHTYpaLHIO
CHUCTEMBI ~ 3aIIUTHl JUII KOHKPETHBIX  YCIIOBHH  OKCIDIyaTallkd U
obecrieunBaTh YCTOHMYMBOCTH CHCTEM YMHOIO Topojia K KOMITBIOTEPHBIM
atakam. [Ipu 3TOM NPOIEMOHCTPUPOBAHO, UYTO KOMOWHANHWS METOAOB
MAIIMHHOTO OOYYEHHs, POCBHIX aJTOPUTMOB M MEXaHHU3MOB KOHCEHCYcCa
obecrieunBaeT BBICOKYIO 3((EKTUBHOCTh 3alIUTHI, YTO KPUTHYECKHA BAXKHO
1A oOecreueHus] YCTOHYMBOCTH HHQPACTPYKTYphl YMHOI'O TOpOAa B
YCIIOBHSIX TIOCTOSTHHO MEHSIOIIETOCA TaHAma(Ta yrpos.

IInan JaJIbHEHIITNX HUCCIEIOBaHUHI BKJIIOYAET HU3y4YeHHE
MacIITabMpyeMOCTH TPEAIOKECHHOW MOJAETH ONEHKH B  YCIOBHAX
cBepxOompIIMX ceTeil W pa3paboTKy Cpemsl TECTUPOBAHHS 3allUTHBIX
CHUCTEM B YCJIOBHMSAX HEONPEIEJIEHHOCTH W YaCTUYHOW HaOIII0AaeMOCTH

yTpo3.

Jlurepartypa

1. Oliha J.S., Biu P.W., Obi O.C. Securing the Smart City: A Review of Cybersecurity
Challenges and Strategies // Engineering Science and Technology Journal. 2024.
vol. 5. no. 2. pp. 496-506.

100 Wndopmarrka n aBromarusarms. 2026. Tom 25 Ne 1. ISSN 2713-3192 (meu.)
ISSN 2713-3206 (ommaiin) www.ia.spcras.ru



INFORMATION SECURITY

15.

16.

17.

Pavao J., Bastardo R., Rocha N.P. Cyber Resilience and Smart Cities, a Scoping
Review // 18th Iberian Conference on Information Systems and Technologies (CISTI).
2023. pp. 1-6.

Romani G.F., Pinochet L.H.C., Pardim V.I., de Souza C.A. Security as a key factor for
the smart city, citizens’ trust, and the use of technologies / Revista de Administracao
Publica. 2023. vol. 57. no. 2.

European Commission. Welcome to 2030: The Mega-trends. URL:
https://ec.europa.eu/assets/epsc/pages/espas/chapter].html (nata oOpareHus:
26.06.2025).

Tushkanova O., Levshun D., Branitskiy A., Fedorchenko E., Novikova E., Kotenko I.
Detection of Cyberattacks and Anomalies in Cyber-Physical Systems: Approaches,
Data Sources, Evaluation / Algorithms. 2023. vol. 16. no. 2.

Ierpenko A.A., Ilerpenko C.A. TexHomoruu odecreueHus: KUOEpyCTOHYMBOCTH //
3amura nadopmarmu. Mucaiin. 2021. Ne 6(102). C. 13-19.

AlSelami F.A. On the Implementation and Development of Smart Cities based on IoT
Technology // International Transaction Journal of Engineering, Management, &
Applied  Sciences &  Technologies. 2021. wvol. 12(7). pp. 1-12.
DOLI: 10.14456/ITJEMAST.2021.144.

Ullah A., Anwar S.M., Li J., Nadeem L., Mahmood T., Rehman A., Saba T. Smart
cities: The role of Internet of Things and machine learning in realizing a data-centric
smart environment / Complex and Intelligent Systems. 2024. vol. 10. pp. 1607-1637.
Ismagilova E., Hughes L., Rana N.P., Dwivedi Y.K. Security, Privacy and Risks
Within Smart Cities: Literature Review and Development of a Smart City Interaction
Framework // Information Systems Frontiers. 2022. vol. 24. pp. 393-414.
DOLI: 10.1007/s10796-020-10044-1.

Sharma S., Mishra N. Horizoning recent trends in the security of smart cities:
Exploratory analysis using latent semantic analysis // Journal of Intelligent and Fuzzy
Systems. 2024. vol. 46. pp. 579-596.

ITaBnenko E.}O. MccnenoBaHue BIHMSHUS aTak Ha CTPYKTYPHBIE U IapaMETPUYECKHE
METPHKH CeTeil ¢ aganTHBHON Tomonoruedr / Bompocsr kubepbesomacuoctu. 2023.
Ne 4(56). C. 65-71.

Waseem Anwar R., Ali S. Smart Cities Security Threat Landscape: A Review //
Computing and Informatics. 2022. vol. 41. pp. 405-423.

Kwon H.J., Salim M.M., Park J.H. Recent Trends on Smart City Security: A
Comprehensive Overview // Journal of Information Processing Systems. 2023.
vol. 19(1). pp. 118-129. DOI: 10.3745/JIPS.03.0182.

Telo J. Smart City Security Threats and Countermeasures in the Context of Emerging
Technologies // Journal of Intelligent Automation and Computing. 2023. vol. 6. no. 1.
pp. 31-45.

Jlionpuenko AH. DOkcmeptHas cucteMa OLCHKH 3(G(EKTHBHOCTH  3aIlUTHI
nudopmanyu // 3amura nadopmarmu. INSIDE. 2016. Ne 4. C. 20-24.

EBnokumoB O.I'., I'aBpan I'.I1., Pesunuenko C.A. [loxxox k oreHke 3Qp(HeKTHBHOCTH
cUcTeMbl oOecriedeHns] HHPOPMAILMOHHON OE30MaCHOCTH PaCHPEACICHHOH CHCTEMbI
nepenadu JaHHGIX // besomacHocTs HHGOpMAMOHHEIX TexHoIorui. 2022. T. 29. Ne 2.
C. 57-70.

Anucumo E.I'., Auucumos B.I'., I'appkymes A.1O., CenuanoB A.A. Ilokazatenn
9 (HEKTUBHOCTH MEXBEIOMCTBEHHOr0 HH()OPMALMOHHOIO B3aMMOJCHCTBHS IIPH
yIpaBieHHH 000poHON rocynmapctBa // Bompockl o6oponHo# Texuuku. Cepusi 16:
TexHHUYeCKHe CpesICTBa NPOTUBOJACHCTBUS Teppopu3My. 2016. Ne 7-8(97-98). C. 12—
16.

JposuukoBa W.I'., MemepsikoBa T.B., Ilono A./l., Porozun E.A., CurtHuk C.M.
Matemarudeckas MOJICNIb OLCHKH 3((EKTUBHOCTH CHCTEM 3alIUThl MHPOPMALMH C

Informatics and Automation. 2026. Vol. 25 No. 1. ISSN 2713-3192 (print) 101
ISSN 2713-3206 (online) www.ia.spcras.ru



NHO®OPMAILIMOHHA S BE3OITACHOCTD

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

32.

102

HCTIONB30BaHUEM npeobpasoBanus Jlamnaca u uncneHnoro Meroza I'usenca // Tpyast
CIIMMPAH. 2017. Ne 3(52). C. 234-258. DOI: 10.15622/sp.52.11.

BopoBkoe B.E., Kumrouapés ILI., [enucenko .M. Meroauka oueHHUBaHHS
pe3yNbTaTUBHOCTH (YHKIIMOHUPOBaHHUS CHUCTEM OOHapy:keHus BeO-09kmopoB //
Undopmarnka wu aBromartmsamms. 2025. T. 24, Ne 1. C. 125-162.
DOI: 10.15622/ia.24.1.6.

BoxoBa O.U., [posuukoBa W.I'., ErenneB A.C., Porosun E.A., XBoctoB B.A.
MeTonvKH ~ OLCHWBAHUSI  HAJASKHOCTH  CHCTEM  3aIllUThl HMHGOpPMAMU  OT
HECAHKI[MOHUPOBAHHOTO [OCTylla B aBTOMATH3HPOBaHHbBIX cucteMax // Tpymst
CIIMMPAH. 2019. T. 18. Ne 6. C. 1301-1332. DOL: 10.15622/sp.2019.18.6.1301-
1332.

TpanesnukoB E.B. Anroputm MoJenu OLEHKH 3aIIUIIEHHOCTH HH(POPMALMOHHOM
CHUCTEMbl Ha OCHOBE HeWpoHHOW cetu // M3Bectust TynbCKOro rocynapCTBEHHOTO
yuuBepcurera. Texnuueckue Hayku. 2017. Ne 2. C. 312-318.

Zhang L., Liu Y. Network Security Prediction and Situational Assessment Using
Neural Network-based Method // Journal of Cyber Security and Mobility. 2023.
vol. 12. no. 4. pp. 547-568. DOI: 10.13052/jcsm2245-1439.1245.

ABpoummH A.C. OrneHka 3alMIIEHHOCTH HH(MOPMALMOHHOH CHUCTEMbl METOJAMHU
HeueTkoil soruku // BectHuk Camapckoro rocyfapCTBEHHOTO TEXHHYECKOTO
ynuBepcutera. Cepus: Texnndeckue Hayku. 2005. Ne 32. C. 191-193.

MunsieB A.A., KpacoB A.B. Meroauka oueHku 3()()EKTUBHOCTH CHUCTEMBI 3aIIUThI
nHbOpPMALMK  TEPPUTOPUATBHO-PACIIPEACICHHBIX NHPOPMALMOHHBIX cHCTeM //
Becrank Cankr-IlerepOyprckoro rocyJapcTBEHHOIO YHHBEPCHUTETa TEXHOJIOTUH U
nusaiiHa. Cepus 1: EcrectBennbie u TexHuyeckue Hayku. 2020. Ne 3. C. 26-32.

Atlam H.F., Walters R.J., Wills G.B., Daniel J. Fuzzy Logic with Expert Judgment to
Implement an Adaptive Risk-Based Access Control Model for IoT // Mobile
Networks and Applications. 2021. vol. 26. pp. 2545-2557. DOL: 10.1007/s11036-019-
01214-w.

Kocmauera .M., aBumok H.B., Cubukuna W.B., Kyuun WN.IO. Monens oueHkH
9 eKTUBHOCTH KOHMHUIYpaLd CHUCTEMBI 3alIMThl HHpOpMauuu Ha 0Oase
TEHETHYECKUX aIropuTMoB // MojenupoBaHnue, ONTUMH3ALMSA U HH(GOPMAI[OHHBIC
texnonoruu. 2020. T. 8. Ne 3. DOI: 10.26102/2310-6018/2020.30.3.022.

Kotenko M.B., Iapauyk M.b. OcoGeHHOCTH OnepaTUBHON OLEHKH 3aLIMIIEHHOCTH
KPHUTHYECKU BaXKHBIX PECYpPCOB Ha OCHOBE aJalTUBHOMN HeiipoceTeBoil GubTpaiuu //
BecTHHK AcCTpaxaHCKOrO TOCYZapCTBEHHOIO TEXHHYECKOro yHuBepcurera. Cepws:
VYmpasnenue, BBIYUCIUTENbHAS TeXHUKA U HHPopmaTuka. 2023. Ne 3. C. 55-64.
Korenko W.B., Crenamkun M.B., Korenko [[.W., oitnukoBa E.B. OnenuBanue
3aIUIIEHHOCTH HH()OPMAIMOHHBIX CHCTEM Ha OCHOBE IIOCTPOCHHS IEPeBbEB
COLIMOMIIKEHEPHBIX ~ artak //  VM3BecTwss  BhICHIMX  y4eOHBIX  3aBEICHMIL.
IIpubopoctpoenue. 2011. T. 54. Ne 12. C. 5-9.

Hcmarnnosa A.C., lllaranos U.A., Canos 1.B. Teopetuko-rpadoBasi HHTEPIIPETAIHS
cHCTeMbl 3auThl HH(opMauun // Umxenepusiii Becthuk JoHa. 2024. Ne 9. C. 171-
179.

Kosnenko A.B., ABpamenko B.C., Caenko U.b., Kuii A.B. Mertox OlEHKH ypOBHS
samutel uHGopmamu or HCJ] B KOMIBIOTEPHBIX CeTsSX Ha OCHOBe rpada
samuuiennoctd  // Tpymer  CIIMUPAH. 2012. Ne 2(21). C. 41-55.
DOLI: 10.15622/sp.21.3.

S30B H0.K., ABcentbe O.C., Py6uosa 1.0. K Bonpocy 00 ouetke 3¢bdexTuBHOCTH
3alUThl HHOOPMAIIMKM B CHCTEMax JJIEKTPOHHOTrO JOKyMeHTooOopoTa // Bompocs
xubepoesomacuocT. 2019. Ne 1(29). C. 25-34.

T'opoxosa B.®. OnTumun3zanus BeIOOpa CPeICTB 3aIUTHI OT aTak ¢ MCIOIb30BaHUEM
TMOTJIONIAIOIMINX MapKOBCKUX Ienei // Marepuansl IV Beepoccuiickoli Hay4HO-

Wndopmaruka u aBromarmanus. 2026. Tom 25 Ne 1. ISSN 2713-3192 (meu.)
ISSN 2713-3206 (ommaiin) www.ia.spcras.ru



INFORMATION SECURITY

MIPAKTHYECKOH KOH(EPEHIIUH ¢ MEXIYHAPOIHBIM ydacTHeM «CHCTeMBI yIpaBICHHS,
MH(POPMALMOHHBIC TEXHOJIOTMH M MaTeMaTHYeCKoe MoeiaupoBaHney. OMCKuit
roCyJapCTBEHHBIH TeXHUUeCKUH yHuBepcuret, 2022. C. 126-134.

33. Konmoropor A.H. KadecTBeHHOE H3yueHHE MAaTeMaTHYECKUX MOJENEeH JUHAMUKH
nonyssiuuid. // [lpo6aemsr kubepueruku. 1972. T. 5. Ne 2. C. 101-106.
34. Baspikun A.Jl. Marematndeckas OHO(U3MKA B3aMMOJCHCTBYIOUIMX TOMYIISALHNA //

Axanemus Hayk CCCP, Hay4Ho-uccienoBaTenbCKuil BEIYMCIUTENbHBIN LEHTp. M.:
Hayxka, 1985. 181 c.

35. Turos B.A., BeitnOepr P.P. AHanu3 cyniecTByromux JUHAMAYECKIX MoJiereil Ha Oa3e
cucteMbl ypaBHeHHH JIOTKH-Bonbreppbl «XUIIHUK-KepTBa» // DyHIaMeHTalbHbIC
uccienoBanus. 2016. Ne 8-2. C. 409-413.

36. Bparycws A.C., HoBoxxunoB A.C., [InaronoB A.Il. JluHamuueckue cUCTEMbI 1 MOJEIH
ouonoruu // M.: ®usmaraut, 2011. 400 c.

37. PomanoB M.®., ®emopoB M.II. MaremaTnueckue MOJAENH B IKOJOTHH: Y4el.
nocobue // CII0.: iBan ®enopos, 2003. 239 c.

38. BonbsTreppa B. Marematnueckas Teopus 00pbObI 3a cymiectBoBanue // M.-MxeBck:
HHCTUTYT KOMIIBIOTEPHBIX HcciiefoBanui, 2004. 288 c.

39. Bparyce A.C., Memepun A.C., Hooxwuno A.C. Maremaruyeckue MOJIEIH

B3aMMOJICICTBYS 3arpsi3HEHUs ¢ OKpyxkatoweil cpenoit / Bectauk MI'Y. Cepus
«BpraucnuTenpHas MaTeMatyka u kuoepHerrnka». 2001. T. 6.

40. Mapuyk [''M1. MatemaTuveckue Moaeinn B UMMyHOIOrHH U Mequimae // M.: Hayka,
1985.
41. Munaes B.A., CeiueB ML.IIL., Baiin E.B., I'pauea FO.B. Maremaruueckas Mojenb

«XHIIHUK-)KEPTBa» B CHCTeMe HH(pOpMannoHHo# Gezomacuoctu // MHdopmamus u
6e3zomacHocTb. 2016. T. 19. Ne 3. C. 397-400.

42. Kamis N.H., Yassin W., Abdollah M.F., Razak S.F.A., Yogarayan S. Blackhole
attacks in internet of things networks: a review // Indonesian Journal of Electrical
Engineering and Computer Science. 2023. vol. 30. pp. 1080—1090.

43, Aponte-Novoa F.A., Orozco A.L.S., Villanueva-Polanco R., Wightman P. The 51%
Attack on Blockchains: A Mining Behavior Study // IEEE Access. 2021. vol. 9.
pp. 140549-140564.

44. Kalinin M., Krundyshev V. Security intrusion detection using quantum machine
learning techniques // Journal of Computer Virology and Hacking Techniques. 2023.
vol. 19. no. 1. pp. 125-136.

45. Krundyshev V., Kalinin M., Zegzhda P. Artificial swarm algorithm for VANET
protection against routing attacks // IEEE Industrial Cyber-Physical Systems (ICPS).
2018. pp. 795-800.

46. Bacumee O.C., Kpynmemmes B.M. 3ammra cucreM pachpeleneHHOTO peecTpa
YMHOTO ropojia Ha OCHOBE MOJIesn 10BepHs / Matepuaisl 34-if HAyIHO-TeXHUYECKON
BCepoccHiCKOl KoH(pepeHInH «MeToapl M TEXHHYECKHE CpPEeICTBAa OOeCHeUCHHUs
6e3zomacuocty nuHdpopmarmny. CI16: N3x-Bo [TonurexHuyeckoro yHusepcurera, 2025.
C. 109-110.

Kpynasimes Bacwauiik MuxailiioBud — KaHJ. TEXH. HayK, JOLEHT, HHCTHTYT
KOMIIBIOTEPHBIX HayKk u KubepbesomacHocTH, CaHkT-IleTepOyprekuii MONMUTEXHUUECKHUIA
yuuBepcuter Iletpa Bemmkoro. OOnacte Hay4HBIX HHTEPECOB: METOIbI HCKYCCTBEHHOTO
HHTEIUIEKTA JUIsl KOMIBIOTEPHOH 0€30IacHOCTH, MOJIENH O€30IIaCHOCTH, OLIEHKa O€30MacHOCTH.
Yucno HayuHbix nybmukarmit — 120. vmk@ibks.spbstu.ru; INonutexHudeckas ymuna, 29,
195251, Cankr-IlerepOypr, Poccus; p.1.: +7(812)552-7632.

Kamuana Makcnm OJieroBu4 — 1-p TEXH. HayK, Hpodeccop, MHCTUTYT KOMITBIOTEPHBIX
Hayk U kubepOesomacHoctH, CaHkr-IleTepOyprekuil momurexHudIeckuil yHuBepeuter Ilerpa

Informatics and Automation. 2026. Vol. 25 No. 1. ISSN 2713-3192 (print) 103
ISSN 2713-3206 (online) www.ia.spcras.ru



NHO®OPMAILIMOHHA S BE3OITACHOCTD

Bemukoro. O6macTs Hay4YHBIX HHTEPECOB: aHAIM3 KHOCPPHCKOB, MAIIMHHOE OOydeHHE IS
KubepOe30nacHOCTH, KHOEPyCTOMYNBOCT, MOACIH OE30MaCHOCTH KHOEP(HU3UIECCKUX CHCTEM.
Yucno HayuyHblx nmyOnukanuidi — 320. max@ibks.spbstu.ru; IMomurexHuyeckas ynuna, 29,
195251, Cankrt-IletepOypr, Poceust; p.t.: +7(812)552-7632.

Ioanepxka wuccaegoBanmii. lViccienoBaHue BBINOMHEHO 3a cueT rpaHTa Poccuiickoro
HaydHoro ¢onma Ne 24-11-20005, https://rscf.ru/project/24-11-20005/, rpant CaHkr-
ITerepOyprckoro Hayynoro ¢onma (morosop No 24-11-20005 o mnpemocTaBlieHHH
PETrHOHAIBHOTO IPAHTa).

104  Vndopmaruka u aBromaruzanust. 2026. Tom 25 Ne 1. ISSN 2713-3192 (uieu.)
ISSN 2713-3206 (ommaiin) www.ia.spcras.ru



INFORMATION SECURITY

DOI 10.15622/ia.25.1.3

V. KRUNDYSHEV, M. KALININ
EVALUATION OF INFORMATION SECURITY EFFICIENCY
IN SMART CITY SYSTEMS BASED ON A COMPETITION MODEL

Krundyshev V., Kalinin M. Evaluation of Information Security Efficiency in Smart City
Systems Based on a Competition Model.

Abstract. The implementation of the smart city concept implies a transition from
traditional computer networks with a clear information perimeter to next-generation networks.
Distributed subsystems of a smart city are characterized by a reconfigurable network topology,
openness, node mobility, and the construction of information protection based on distributed
ledgers, which also opens up new opportunities for intruders. The situation is complicated by
the fact that the speed of creating new digital infrastructures exceeds the speed of developing
security tools that meet current challenges. Given the specific properties of the secured object,
the dynamics of security threats, and the limited choice of security mechanisms, it is necessary
to continuously evaluate the security efficiency and reconfigure it to maintain a higher level of
security. As a result of the analysis of existing solutions for information security evaluation, it
was found that they operate in a proactive mode and do not take into account the high
dynamics of the "threat-protection" system. This paper presents a constructed model for
evaluating the efficiency of information security, based on a nonlinear dynamic model of
competition for influence on the functioning of the information infrastructure. To maintain a
sustainable state of the smart city system, it is necessary to meet the criterion on the ratio of the
speed of detection and development of a computer attack in the infrastructure. The developed
experimental model emulated the scenarios of development of computer attacks "exploitation
of software vulnerability", "distributed denial of service", "black hole", and "majority attack"
using the test sample of the intelligent transport network VANET in the smart city in various
configurations of the security system. During the comparative analysis of different
configurations of the VANET security system, it was shown that a test case implementing
attack detection using a convolutional neural network, dynamic routing based on the ant swarm
algorithm, and the Hashgraph protocol with an embedded trust model satisfies the
sustainability criterion. The use of the proposed evaluation model allows for reasonable control
and dynamic adjustment of the security configuration.

Keywords: distributed ledger, sustainability criterion, competition model, efficiency
assessment, speed of computer attack, sustainability point, smart city.
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A. RAJEEV, RAVIRAJ P.
SPATIOTEMPORAL AND BEHAVIORAL FEATURE-AWARE
MODEL WITH XCEPTIONCAPSULE FUSION FOR DEEPFAKE
DETECTION

Rajeev A., Raviraj P. Spatiotemporal and Behavioral Feature-Aware Model with
XceptionCapsule Fusion for Deepfake Detection.

Abstract. Deepfake detection continues to pose significant challenges, primarily because
existing methods often suffer from key limitations, including reliance on individual frame
analysis, vulnerability to low-resolution or compressed videos, and inability to capture
temporal inconsistencies. Furthermore, traditional face detection techniques frequently fail
under challenging conditions such as poor lighting or occlusion, while many models struggle
with subtle manipulations due to inadequate feature extraction and overfitting on limited
datasets. To address the drawbacks of existing deepfake detection approaches, this research
proposes a Face and Motion-Aware Detection Framework that integrates both spatial and
temporal information. The framework begins with a preprocessing stage that extracts video
frames at a fixed rate to ensure temporal consistency. Facial regions and detailed landmarks are
accurately detected using BlazeFace and MediaPipe Face Mesh. These features are then
processed by the proposed XceptionCapsule Net, which combines the spatial feature extraction
capabilities of the Xception model with the hierarchical and viewpoint-aware representation of
Capsule Networks (CapsNet), and the temporal dependency modeling power of a Bidirectional
Long Short-Term Memory (BiLSTM) layer. The architecture incorporates Global Average
Pooling, Flatten, and fully connected layers, with Sigmoid activation for binary classification.
Extensive evaluations on the FaceForensics++ (FF++) and Celeb-DF datasets demonstrate
strong performance, achieving up to 99.31% accuracy and 99.99% Area Under the Curve
(AUC). The results validate the framework’s effectiveness, precision, and generalization across
various video qualities and manipulation scenarios.

Keywords: deepfake detection, XceptionCapsule Net, Face Mesh, BlazeFace, facial
landmark extraction, video forensics.

1. Introduction. The human face is one of the most defining features
of an individual, making it a critical component in identity recognition
systems [1]. As facial recognition technologies continue to evolve, so do
concerns regarding their misuse, particularly with the rapid advancement of
facial synthesis techniques. Among the most concerning developments is
deepfake technology, an artificial intelligence-driven method that enables
the seamless manipulation of facial features. This technology allows a
person’s face to be superimposed onto another's individual in a video
without consent, raising serious ethical, legal, and security concerns.
Deepfakes pose serious threats as they can be exploited to spread
misrepresentation, steal identities, and carry out harmful activities [2, 3].

Deepfake content, typically in the form of synthetic videos and
images, is widely disseminated across social media platforms. Although
digital image manipulation has existed since the early days of
photography [4], it traditionally required significant expertise and manual
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effort, often involving software such as Adobe Photoshop. In contrast, the
advent of Artificial intelligence (Al)-based tools has democratized content
manipulation. With minimal technical knowledge, users can now generate
highly realistic fake videos, making face-swapping and fabricated scenarios
appear convincingly authentic [5 — 7].

Deepfake videos are typically generated using machine learning
algorithms that digitally alter a subject’s appearance by replacing it with
that of another individual. These alterations are typically grouped into three
main categories:

Head Puppetry: Synchronizes the head and shoulder movements of
the target with those of a source individual.

Face Swapping: Replaces one person’s face with another while
maintaining the original expressions.

Lip-Syncing: Alters lip movements to match audio content not
originally spoken by the subject [6].

While traditional computer graphics methods have been employed
for similar purposes, modern deepfake generation predominantly relies on
deep learning (DL) techniques, including generative adversarial networks
(GANs) and autoencoders, which significantly enhance the realism of
synthetic media and complicate detection efforts [7, 8]. In addition to these,
diffusion-based generative models have recently gained prominence in
content synthesis. Models such as Stable Diffusion [9], DALL-E [10],
MidJourney [11], and Sora [12] can generate or manipulate highly realistic
images and videos from simple textual prompts. By progressively denoising
random noise into coherent outputs, these models offer unprecedented
control and realism, making synthetic media creation more accessible and
further intensifying the challenges of deepfake detection [13, 14]. Recent
studies report a substantial increase in deepfake content across digital
platforms, intensifying concerns around fraud, misinformation, and privacy
violations. To address this challenge, leading organizations such as Defense
Advanced Research Projects Agency (DARPA), Facebook, and Google
have launched initiatives focused on developing advanced deepfake
detection technologies [15, 16]. Numerous DL-based approaches have
emerged to address this threat. Techniques involving Long Short-Term
Memory (LSTM) networks, Recurrent Neural Networks (RNNs), and
hybrid models have shown promise in identifying manipulated media.
Additionally, Deep Neural Networks (DNNs) have shown effectiveness in
detecting fake news and misleading social media content [17, 18].

However, significant research gaps persist. A major limitation of
many current models is their reliance on individual frame analysis, which
ignores temporal inconsistencies such as unnatural head movements and

Informatics and Automation. 2026. Vol. 25 No. 1. ISSN 2713-3192 (print) 111
ISSN 2713-3206 (online) www.ia.spcras.ru



NHOOPMALIMOHHA S BE3OITACHOCTD

facial expressions. This highlights the importance of temporal modeling
through RNNs, LSTMs, or transformer-based architectures to better
understand sequential patterns in videos. Additionally, existing systems
struggle with low-resolution or compressed videos, where common artifacts
are masked, hindering manipulation detection. Face detection, a crucial
preprocessing step, is especially vulnerable under real-world conditions,
such as occlusion, poor lighting, and low resolution, often resulting in
missed or inaccurate face localization. Moreover, as deepfake generation
grows more sophisticated, many subtle alterations bypass detection due to
the limited feature extraction capabilities of traditional models. Another
pressing issue is overfitting, primarily driven by scarce and homogeneous
training datasets, which undermines model generalization across diverse
manipulation types and datasets. These challenges underscore the urgent
need for a versatile, temporally aware, and generalizable deepfake detection
framework that can operate effectively under a variety of media conditions
and evolving manipulation techniques. To bridge these gaps, this study
presents a face and motion-aware framework that effectively utilizes spatial
and temporal information to achieve reliable and high-accuracy deepfake
detection. The primary contributions are as follows:

1.  An innovative framework designed to improve the accuracy
and reliability of deepfake detection by combining spatial and temporal
feature analysis.

2. The framework ensures consistent frame extraction at a fixed
sampling rate to maintain video-level coherence. It utilizes BlazeFace [19]
for efficient face localization and landmark detection, along with MediaPipe
Face Mesh [20], to provide accurate spatial inputs under challenging
conditions such as low resolution, occlusion, and lighting variations.

3. A hybrid deep neural network (DNN) is designed by integrating
the Xception model [21] with Capsule Networks (CapsNet) [22] to capture
spatial hierarchies and viewpoint variations. This architecture enhances
sensitivity to fine-grained facial anomalies and improves generalization
across different manipulation types.

4. Temporal dependency modeling is introduced through a
Bidirectional Long Short-Term Memory (BiLSTM) layer, which captures
sequential relationships and motion continuity between consecutive frames.
This addition allows the model to detect temporal inconsistencies in
blinking, lip movement, and head motion that are commonly present in
manipulated videos.

5. The model employs Global Average Pooling (GAP), followed
by Flatten and fully connected layers, with sigmoid activation to ensure
robust binary classification.
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This article is structured to offer a thorough and organized
explanation of the proposed deepfake detection approach. Section 2 reviews
relevant literature, outlining existing methods, notable contributions, and
existing research gaps in deepfake detection. Section 3 explains the
proposed approach in detail, covering the preprocessing steps, extraction of
spatial and temporal features, and the overall architecture of the detection
model. Section 4 presents the experimental setup and results, accompanied
by a detailed performance evaluation using standard benchmark datasets.
Finally, Section 5 summarizes the main outcomes and discusses potential
future improvements to enhance the effectiveness, adaptability, and
reliability of deepfake detection systems.

2. Literature Review. The rapid progress in deepfake generation
technologies in recent years has raised serious concerns about the credibility
and authenticity of digital content. In response, a range of DL-based
detection approaches have been proposed, aiming to accurately differentiate
authentic content from manipulated media. Existing literature explores
various strategies, including hybrid models, attention mechanisms, and
temporal analysis, to address the limitations of earlier frame-level or spatial-
only methods. These efforts underscore the urgent need for robust,
generalizable frameworks capable of detecting subtle visual and temporal
inconsistencies across diverse datasets and manipulation techniques.

In paper [23] the authors introduced a novel approach to deepfake
detection by analyzing the contribution of distinct facial regions using face
cutout techniques. This study was included in our review because it
addresses the overfitting problem in deepfake datasets and aligns with the
emerging trend of leveraging facial region importance for more robust
detection. Input images were augmented by selectively removing facial
areas based on landmarks, creating diverse training samples, while training
was conducted with an 80/10/10 split for training, validation, and testing.
The methodology was evaluated on FF++ and Celeb-DFv2 datasets,
achieving up to 91% accuracy on Celeb-DF and demonstrating the
significance of external facial features, particularly the eyes, for detection.
This work highlights a broader trend in deepfake research toward targeted
data augmentation strategies and feature-aware model training, though it
suggests further exploration is needed for video-based deepfake detection
and cross-dataset generalization.

Paper [24] proposed a Frequency-Enhanced Self-Blended Images
(FSBI) approach for deepfake detection, which blends images with
themselves to introduce generic forgery artifacts and uses Discrete Wavelet
Transform (DWT) to extract discriminative frequency-domain features.
This study was included in our review because it demonstrates a trend
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toward frequency-aware and artifact-generalized detection strategies that
improve model robustness and cross-dataset generalization. The model was
evaluated on FF++ and Celeb-DF datasets using both within-dataset and
cross-dataset protocols, achieving an AUC of 95.49% when trained on
FF++ and tested on Celeb-DF, highlighting strong adaptability to unseen
manipulations. FSBI effectively mitigates overfitting to dataset-specific
artifacts, and ablation studies confirmed the benefits of self-blending and
frequency feature extraction. This work illustrates the broader research
trend of combining spatial and frequency-domain analysis for deepfake
detection, though performance remains lower for certain complex
manipulations such as NeuralTextures (NT) and Face2Face (F2F),
suggesting areas for further improvement in real-world scenarios.

In paper [25] the authors proposed an efficient deepfake detection
framework using a hybrid ResNet-Swish-BiLSTM network, which
combines residual learning for spatial features with recurrent modeling of
temporal dependencies. The model was extensively tested on the
FaceForensics++ (FF++) and Deepfake Detection Challenge (DFDC)
datasets, achieving 96.23% accuracy on FF++ and 78.33% accuracy when
aggregating FF++ and DFDC records. To assess generalization, they further
conducted cross-corpus experiments using Celeb-DF, where performance
dropped to AUC values of 71.56% (DFDC) and 70.04% (Celeb-DF) when
trained on FF++, and 70.12% (FF++) and 65.23% (Celeb-DF) when trained
on DFDC. This evaluation highlights a broader trend in deepfake detection
research: models often perform well in database-internal evaluations but
degrade under cross-dataset conditions due to differences in compression,
resolution, and manipulation artifacts. The study was included in our review
as it illustrates both the strength of hybrid spatial-temporal learning and the
persistent challenge of cross-dataset generalization, which directly relates to
our proposed approach.

Paper [26] introduced a deepfake detection framework, BMNet, that
integrates BiLSTM to capture temporal dependencies across frames and
multi-head self-attention (MHSA) to extract localized forgery features from
facial regions. Unlike static CNN-based methods, BMNet explicitly models
both temporal and regional inconsistencies, addressing a key gap in prior
research. The model was evaluated on four benchmark datasets (FF++,
UADFV, Celeb-DF, DFDC) and achieved 95.54%, 92.18%, 80.20%, and
84.72% accuracy, respectively, demonstrating consistent improvements
across varying data sources. Importantly, the inclusion of landmark-based
features enhanced interpretability and robustness, with ablation studies
confirming the contribution of both BiLSTM and MHSA modules. This
work was included in our survey because it exemplifies a spatiotemporal
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trend in deepfake detection and shows stronger cross-dataset adaptability
than handcrafted or purely spatial CNN models, while still highlighting the
persistent performance gap on Celeb-DF compared to easier datasets.

In [27] the authors introduced a stacking-based ensemble framework
that fuses deep features from Xception and EfficientNet-B7, followed by
feature ranking and classification using an MLP meta-learner. The model
achieved 96.33% accuracy on Celeb-DF (V2) and 98.00% on
FaceForensics++ (FF++), outperforming the individual base models. Their
experimental setup used clear train/validation/test splits for both datasets,
ensuring fair evaluation and reproducibility. This work was selected as it
represents the ensemble and meta-learning trend in deepfake detection,
focusing on combining complementary deep models with feature selection
for improved robustness. However, the authors also noted limitations,
including increased computational cost, reduced interpretability, and
potential overfitting risks, issues that remain common across ensemble
approaches. The study is significant because it demonstrates how carefully
designed stacking can improve cross-dataset generalization, while also
highlighting challenges in balancing accuracy with efficiency and
transparency.

Paper [28] introduced a self-supervised BEiT-HPR (Hierarchical
PatchReducer) model for efficient facial deepfake detection aimed at
addressing the high computational cost associated with existing detection
systems. The study was motivated by the growing difficulty of
distinguishing real from fake facial videos due to the rapid advancement of
generative models and the impracticality of deploying complex models in
resource-limited environments. Experimental results across FF++, Celeb-
DF, and DFD datasets demonstrated notable efficiency gains and strong
detection performance. However, the approach may face limitations in
handling unseen forgery types or cross-dataset generalization due to its
reliance on self-supervised pretraining within limited data domains.

In paper [29] the authors proposed ConvNext-PNet, an interpretable
and explainable deep learning framework for detecting visual deepfakes,
aiming to enhance trust and transparency in Al-based forgery detection. The
motivation behind this work was to address the limitation of existing
deepfake detection models that, despite achieving high accuracy, lack
interpretability and fail to justify their classification decisions. By
integrating prototype learning into a modified ConvNext architecture, the
model not only improves discriminative feature learning but also provides
visual reasoning for its predictions, thereby increasing user trust.
Experimental evaluations on benchmark datasets such as FF++, CelebDF,
DFDC-P, and DFF demonstrated high robustness and effective detection of
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visual manipulations. However, the added interpretability components may
introduce additional computational overhead, potentially limiting real-time
applicability in large-scale or streaming scenarios.

In [30] the authors introduced an improved deepfake video detection
framework based on a Convolutional Vision Transformer (CViT2) that
combines the strengths of CNNs and Vision Transformers to enhance
detection accuracy and generalization. The model was proposed to address
the limitations of existing CNN-based methods, which often struggle to
capture global dependencies and contextual information in video frames. By
employing a CNN for extracting learnable spatial features and a Vision
Transformer for modeling long-range relationships using attention
mechanisms, the CViT2 architecture effectively identifies subtle
manipulation cues in deepfake videos. Experiments conducted across
multiple benchmark datasets, including DFDC, FF++, Celeb-DF v2, and
DeepfakeTIMIT, demonstrated high accuracy and strong cross-dataset
robustness. However, the model’s complex structure and heavy training
requirements may restrict its real-time applicability and scalability in low-
resource environments.

Paper [31] proposed a robust face forgery detection framework that
integrates both local and global texture information to enhance detection
accuracy and generalization. The method was introduced to address the
limitations of existing CNN-based approaches, which often overfit training
data and fail to capture subtle forgery traces across diverse sources and
post-processing variations. By employing a two-stream architecture
combining RGB and texture features, along with an adaptive feature fusion
and attention mechanism, the model effectively exposes fine-grained
artifacts at multiple scales. This approach improves robustness and feature
discrimination, leading to better performance across benchmark datasets.
However, the model’s complexity and computational cost may limit its
deployment in real-time or resource-constrained environments.

Paper [32] proposed a hybrid CNN-LSTM model for video deepfake
detection that leverages optical flow features to capture both spatial and
temporal cues from video frames. The approach was introduced to
overcome the limitation of conventional CNN-based methods, which
primarily focus on spatial information and fail to exploit temporal
dependencies between frames. This hybrid strategy enhances detection
accuracy even with a limited number of samples, achieving competitive
results on benchmark datasets such as DFDC, FF++, and Celeb-DF.
However, the model’s performance may still be constrained by moderate
accuracy on challenging datasets and dependence on precise optical flow
computation, which can increase computational overhead.
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These studies highlight the evolving sophistication of deepfake
detection frameworks and the need to incorporate spatial, temporal, and
attention-based mechanisms. Nonetheless, existing methods often fail to
address issues such as generalization [27] to unseen manipulations, real-world
distortions, and computational efficiency. Table 1 offers a detailed overview
of the main insights and approaches highlighted in the literature review.

Table 1. Overview of the literature review
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Continuation of the Table 1
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A comprehensive review of recent studies reveals several key trends
and research directions in the domain of deepfake detection. Contemporary
approaches increasingly emphasize spatial-temporal integration, where
models such as those in [25—27, 30, 32] combine spatial and temporal
features to overcome the limitations of static frame analysis. Techniques

or

hybrid CNN-LSTM frameworks

have

demonstrated the ability to capture motion inconsistencies across consecutive
frames, thereby improving temporal awareness and detection accuracy.
Another significant development is the adoption of attention-based and
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transformer-based mechanisms, as observed in BMNet [26], CViT2 [30], and
GRAM [31], which capture global relationships and multi-scale feature
dependencies to achieve better generalization across diverse datasets.
Furthermore, frequency and artifact-based analysis methods, including DWT
and FSBI [24], have proven effective in identifying high-frequency
inconsistencies that are often imperceptible in RGB domains. Researchers
have also explored ensemble and meta-learning strategies [27, 31], where
complementary features from CNN and transformer architectures are fused to
enhance stability and robustness, albeit at increased computational cost. In
parallel, there is growing attention toward explainable and efficient detection
models [28, 29], which ensure interpretability and real-time applicability —
key requirements for deployment in social media monitoring and law
enforcement systems. Despite these advancements, a persistent cross-dataset
generalization gap remains a major challenge, as many models still exhibit
significant performance degradation when evaluated on unseen data [25, 27].
Overall, the literature reflects a clear evolution from static, handcrafted
models toward dynamic, spatial-temporal, and attention-driven architectures,
with a heightened emphasis on explainability, efficiency, and adaptability.
Building on these emerging trends, the proposed research introduces a unified
Face and Motion-Aware XceptionCapsule Net that synergistically integrates
spatial and temporal cues to achieve enhanced robustness and reliability in
detecting diverse deepfake manipulations.

3. Proposed methodology. Existing deepfake detection models
encounter several critical challenges that significantly impact their accuracy
and robustness [23, 24]. A primary limitation is their reliance on individual
frame analysis, which performs inadequately on low-resolution or highly
compressed videos where visual artifacts such as blurring and pixelation are
less perceptible [25, 26]. This diminishes the model’s effectiveness in
identifying manipulated content. Furthermore, face detection in such models
is highly sensitive to environmental factors, including poor lighting,
occlusions, and extreme facial angles, often resulting in missed or inaccurate
face localizations [27, 28]. Another key limitation lies in the disregard of
temporal inconsistencies. Since many models process frames independently,
they fail to capture unnatural head movements or inconsistent facial
expressions that may indicate tampering [29, 30]. As deepfake generation
techniques become increasingly sophisticated, subtle manipulations with
minimal visual cues often go undetected due to inadequate feature extraction
mechanisms [21]. Additionally, many models suffer from overfitting,
primarily caused by limited and homogeneous training data, thereby
restricting their generalization to unseen deepfake formats and real-world
media conditions [33, 34].
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To overcome these drawbacks, this work proposes an innovative Face
and Motion-Aware Detection Framework. The preprocessing step enhances
temporal consistency by extracting video frames at a uniform frame rate. For
face detection, the framework employs BlazeFace, which enables efficient
and accurate facial region extraction. Subsequently, MediaPipe Face Mesh is
used to extract detailed 3D facial landmarks, improving the granularity of
spatial feature identification. The extracted features are then fed into the
proposed XceptionCapsule-BiLSTM Net, which integrates the Xception
network, CapsNet, and a Bidirectional Long Short-Term Memory (BiLSTM)
layer to jointly capture spatial details and temporal dependencies. The
Xception module, utilizing depthwise separable convolutions, is effective at
extracting fine-grained spatial features that are critical for identifying
deepfake artifacts. In parallel, the CapsNet component preserves spatial
hierarchies and models the interrelationships between features, while the
BiLSTM layer captures sequential frame relationships and motion dynamics,
enabling the detection of temporal anomalies such as unnatural motion or
facial distortions. The model architecture incorporates Global Average
Pooling (GAP) to reduce dimensionality, a Flatten layer to vectorize the
features, and Fully Connected layers to extract high-level representations. A
Sigmoid activation function is used for binary classification between real and
fake content. The strength of this approach lies in its unified spatial-temporal
modeling via the XceptionCapsule-BiLSTM Net, which enhances the
detection of subtle manipulations and improves robustness against common
real-world challenges such as low resolution, compression artifacts, and
sophisticated forgery techniques. Experimental evaluations (see Section 4)
confirm the efficacy and generalizability of the proposed approach on
multiple benchmark datasets. Figure 1 illustrates the block diagram of the
proposed deepfake detection methodology.
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Fig. 1. Block diagram of the proposed methodology
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3.1. Preprocessing: BlazeFace Mesh Processor. The preprocessing
stage plays a crucial role in enhancing deepfake detection, especially when
dealing with low-resolution or highly compressed video inputs. Such
conditions often obscure subtle artifacts and degrade the accuracy of face
detection, particularly under poor lighting, occlusions, or low image quality.
To overcome these drawbacks, this work introduces a novel BlazeFace
Mesh Processor, designed to ensure robust and consistent facial region
extraction. Initially, input videos are decomposed into individual frames at a
uniform frame rate, thereby preserving temporal coherence essential for
detecting sequential anomalies. The BlazeFace model is then employed to
perform fast and efficient face detection, generating precise bounding boxes
for each detected face within the frames. Subsequently, MediaPipe Face
Mesh is applied to these detected faces to extract dense 3D facial
landmarks. This step significantly enhances the granularity of spatial feature
representation, improving the identification of subtle facial deformations
introduced by deepfake manipulations. The integration of BlazeFace and
MediaPipe in a unified pipeline ensures both speed and precision in
preprocessing, laying a strong foundation for effective feature extraction
and subsequent deepfake detection.

3.1.1. Video Frames. Video frames are the basic units for analyzing
spatial and temporal features in deepfake detection. A video is first
converted into individual frames at a consistent frame rate (typically 30 fps)
to preserve temporal coherence, allowing the framework to detect anomalies
such as unnatural facial expressions, inconsistent head movements, or
temporal flickering. Each frame is then processed using the BlazeFace
model, which accurately localizes faces by generating precise bounding
boxes, providing a reliable foundation for subsequent manipulation
detection.

3.1.2. BlazeFace. To accurately isolate face regions from individual
video frames, the proposed framework employs BlazeFace, a real-time
neural network-based face detector optimized for mobile and embedded
Graphics Processing Units (GPUs). It is designed to deliver high inference
speeds while maintaining accurate face localization and keypoint
estimation. This makes it well-suited for handling extensive video datasets
in deepfake detection applications.

BlazeFace uses depthwise separable convolution with 5 X 5 kernels
to achieve a larger receptive field at low computational cost. The network
architecture is built using BlazeBlocks and Double BlazeBlocks, which
preserve spatial resolution while minimizing computational overhead. The
model operates on input frames of size 128x128x3, and outputs both
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bounding boxes and six key facial landmarks, including positions of the
eyes, nose, ears, and mouth center. Specifically, the output tensors are:

- Bounding boxes: [N, 4], where N is the number of faces
detected, and 4 represents the coordinates (X,in»> Ymin> Xmax » Ymax) Of €ach
face.

- Facial landmarks: [N, 6, 2], where 6 corresponds to the six
keypoints and 2 represents (x,y) coordinates normalized relative to the
input frame.

Figure 2 illustrates the structure of the BlazeBlock and Double
BlazeBlock components.
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Fig. 2. Structure of BlazeBlock and Double BlazeBlock

Let I € R¥*W*3 denote an input video frame. The model generates a
set of anchor boxes {a, }X_,. For each anchor, the network predicts:
Bounding box offsets:

(A X, A Yo, A Wi, A hy), (1

where A x; denotes the horizontal offset of the bounding box center for
anchor k; A y, denotes the vertical offset of the bounding box center for
anchor k; A wy denotes the logarithmic scaling factor for the width of
bounding box k; A hy, denotes logarithmic scaling factor for the height of

bounding box k; k represents the index of the anchor box among total
anchors.

Keypoint coordinates:

{Pui}i=1 € R?, 2)
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where Py; denotes the 2D coordinate (x, y) of the i*" facial landmark for
anchor k; and R? indicates each key point represented in 2D space.
The final bounding box by, is computed as:

X = Xi A X W Vi = Vi A i b, 3)

where x; and y;, denote the refined center coordinates of bounding box k;
xi and yg denote the anchor box center coordinates for anchor k; wy and
hi denote the anchor box width and height; and A x;, and A y, denote the
predicted offsets.

wy = wi.exp(A wy), hy, = hi.exp(A hy), @)

where wy, and hy, denote the refined width and height of bounding box k;
w¢, and hf denote the anchor width and height; A wy, and A hy, predicted
scaling factors; and exp(.)denotes the exponential function to ensure
positive dimensions.

The facial keypoints are then computed as:

Pr; = Pyi- (Wi, hye) + (i, Vi) (%)

where Py; denotes the refined location of landmark i for anchor k; Py;
represent the normalized keypoint coordinates; (wy,h;) represent the
bounding box size; and (xp, y;,) represent the bounding box center.

To reduce temporal jitter across frames, a common artifact in
deepfake content, BlazeFace implements a weighted blending strategy in
place of traditional Non-Maximum Suppression (NMS). The final refined
bounding box is computed as:

Yken Wi by
Byinas = 2ot Tk (6)
final Yken W

where wy, is the confidence score; bginq denotes the final bounding box
after blending; and N is the set of overlapping anchor boxes. This enhances
frame-to-frame consistency, helping the model distinguish genuine
manipulations from jitter-induced artifacts, thereby increasing the reliability
of detection.

3.1.3. MediaPipe Face Mesh. After detecting the face regions using
BlazeFace, the framework integrates MediaPipe Face Mesh to extract a
dense set of 3D facial landmarks. This enables the detection of unnatural
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facial geometry and behavioral inconsistencies, which are often indicative
of deepfake manipulations.

MediaPipe Face Mesh predicts a total of 468 3D facial landmarks,
represented as:

L = {(x;, y;, 2)}{2} € R**8*3, (7)

where L denotes the set of 3D landmark coordinates; and x;, y;, Z denote the
coordinates of landmark i.

These landmarks span the entire facial geometry, including contours,
lips, nose, eyes, eyebrows, jawline, and forehead. The input to MediaPipe
Face Mesh is the face crop provided by BlazeFace, resized and normalized
to a tensor of size 128x128%3, consistent with the BlazeFace output
bounding box region. This normalization removes scale and rotation
variances, ensuring consistent landmark extraction across frames. The
extracted landmarks are utilized to compute both geometric and behavioral
features, which are highly sensitive to subtle facial manipulations
introduced by generative adversarial networks (GANs). Several key features
derived from these landmarks include:

Eye Aspect Ratio (EAR) for blink analysis:

|IL2 = Lel| + I1L3 — Ls]|
2.[|Ly = Lyl

EAR = (3

This ratio helps monitor blinking behavior and can reveal synthetic
inconsistencies.

Mouth Aspect Ratio (MAR) is used to identify lip-sync anomalies,
which indicative of poor audio-visual alignment in deepfakes.

Facial symmetry deviation is calculated by comparing corresponding
landmarks on the left and right sides of the face to assess asymmetry
introduced by manipulation.

Temporal displacement of keypoints, which captures jitter or
abnormal warping across consecutive frames, is a common artifact in
manipulated videos.

The combined BlazeFace + MediaPipe Face Mesh pipeline
establishes a robust preprocessing foundation by ensuring precise face
localization and dense landmark tracking, even under adverse conditions
such as low lighting, occlusion, or blurred resolution. By analyzing
temporal coherence across frames, the framework detects subtle geometric
distortions, expression inconsistencies, and behavioral anomalies, traits
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rarely found in authentic content. Furthermore, it supports high-resolution
tracking of facial dynamics, such as eye blinking, lip movement, and overall
facial expression behavior, thereby improving deepfake detection reliability.

3.2. XceptionCapsule-BiLSTM Net. Existing deepfake detection
models often analyze individual frames, missing temporal cues such as head
movements or inconsistent facial expressions, which limits their performance
on subtle manipulations. To address this, we propose the XceptionCapsule-
BiLSTM Net, a hybrid architecture that processes sequences of N consecutive
frames (16 in our experiments) to capture both spatial and temporal
dependencies such as eye blinks, lip-syncing, and head motion. The model
integrates Xception for high-resolution spatial feature extraction and CapsNet
to preserve spatial hierarchies and inter-feature relationships. To further
enhance temporal modeling, a BiLSTM layer is incorporated after the
Capsule layer. The BIiLSTM learns sequential dependencies across
consecutive frame embeddings, enabling the network to recognize motion
continuity and detect temporal inconsistencies such as abrupt facial transitions
or unnatural movements. This addition ensures that the model processes video
segments as coherent temporal sequences rather than isolated frames. Key
layers include GAP for feature reduction, Flatten and Fully Connected layers
for high-level representation, and a Sigmoid activation for binary
classification. By combining spatial hierarchy learning (Xception + CapsNet)
with temporal dependency modeling (BiLSTM), the proposed architecture
significantly enhances robustness, accuracy, and generalization in detecting
both obvious and subtle deepfakes in real-world scenarios.

3.2.1. Xception Model. The Xception model is particularly effective
for deepfake detection due to its superior capability in spatial feature
extraction. Unlike conventional CNNs, which perform standard convolution
over both spatial and channel dimensions simultaneously, Xception employs
depthwise separable convolutions, dividing the process into two stages:
depthwise convolution individually processes each input channel using
separate filters, while pointwise convolution uses 1x1 convolutions to
merge the results from the depthwise operation. This decomposition results
in significant computational efficiency and a reduction in the number of
learnable parameters, while still maintaining the capacity to capture
essential visual features. In the proposed framework, Xception processes
RGB face crops extracted by BlazeFace, with an input tensor of size
128 x 128 x 3. The network outputs feature maps of shape [batch size, h,
w, c], where h, w, and ¢ correspond to the height, width, and number of
channels of the final convolutional layer. These feature maps retain rich
spatial information, enabling the detection of subtle artifacts introduced by
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generative models, such as slight geometric distortions, texture
inconsistencies, and skin tone mismatches.

The model's enhanced spatial sensitivity enables it to effectively
distinguish authentic faces from manipulated ones, even in high-resolution
or minimally altered fake videos. The architectural pipeline of the Xception
model is illustrated in Figure 3, showcasing its layered depthwise separable
convolutional structure optimized for detailed pattern recognition in facial
analysis.
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Fig. 3. Architecture of the Xception model

3.2.2. Capsule Model. The CapsNet is designed to overcome the
limitations of traditional CNNs, particularly their inability to preserve
spatial hierarchies and capture part-whole relationships in visual data.
Unlike CNNs, which use scalar activations and pooling operations that often
discard spatial information, CapsNet represents features as vectors, thereby
encoding both the presence and pose (e.g.,, position, orientation,
deformation) of detected entities.

The core building block of CapsNet is the capsule, a group of
neurons whose activity vector u; € R% encodes the instantiation parameters

126  Undopmaruka u aBromarusauus. 2026. Tom 25 Ne 1. ISSN 2713-3192 (mieu.)
ISSN 2713-3206 (onsaiin) www.ia.spcras.ru



INFORMATION SECURITY

of a specific object or object part. Capsules are organized hierarchically
such that higher-level capsules model increasingly complex entities by
aggregating information from lower-level capsules.

To support this hierarchy, CapsNet introduces a dynamic routing
mechanism between layers. Each capsule i in the primary capsule layer
predicts the output of capsule j in the next layer using a learned
transformation matrix W;;. The predicted output is computed as:

) = Wi )

Here, #l); is the prediction vector from capsule i to capsule j, and
u; is the output vector of capsule i. These predictions are aggregated into a
total input S; for capsule j through a weighted sum of the predictions:

5= eyl (10)

i

Here, c;; are the coupling coefficients that determine the contribution
of capsule i to capsule j, and #y; is the predicted output from capsule i. These
coefficients are computed through a routing-by-agreement mechanism, using
a softmax function over initial logits b;;, which are iteratively updated:

o = eXp(bij) (an
Y Brexp(by)

The final output of capsule j, denoted vj, is computed by applying a
nonlinear function to s;. This function ensures that short vectors are shrunk
to nearly zero length (representing absence), while longer vectors are scaled
to a length slightly below 1 (representing its presence), without affecting
their orientation:
1>

I Sj Sj

v = . : 12
I Tl s 12 TS, 12 (12)

where the length || v; Il represents the probability that the entity modeled by
capsule j exists, and the direction of v; encodes its pose and || s; |l is the

magnitude of input vector. This structure enables CapsNet to retain spatial
hierarchies and model complex visual relationships, making it particularly
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effective for detecting subtle, hierarchical inconsistencies inherent in
deepfake content. The architecture of the CapsNet is illustrated in Figure 4.

[ BN |
Conv2D = Conv1D + — ComvlD
Rfl-'l ReLD Rr]_l D

(k=3, s=1p=1) (k=3, 5=2,p=1) (k=3.5=1,p=1)

(k=3.5-2.p=0)

A Dhmamic Dymamic 2 ! | Dnamic
| Kouting trvod Rouing Reating

(k=3, s=1,p=1) k=3, 5= |p‘|' U
Fig. 4. Structure of CapsNet

This mechanism enables CapsNet to retain detailed spatial
relationships and generalize effectively across transformations such as
rotation and scaling. Consequently, CapsNet proves particularly effective in
tasks requiring precise localization, pose estimation, and structure-
preserving representations, such as facial analysis, medical imaging, and
deepfake detection. The proposed XceptionCapsule Net architecture
integrates the powerful spatial feature extraction capabilities of the Xception
network with the hierarchical modeling strength of CapsNet. By leveraging
key architectural components such as Global Average Pooling, Flatten,
Dense layers, Capsule layers, and a final Sigmoid activation function, the
model robustly captures subtle visual artifacts and spatial dependencies.
This well-structured design significantly improves the precision and
reliability of distinguishing between real and fake videos.

3.2.3. BILSTM Layer. To capture temporal dependencies across
consecutive video frames, a BILSTM layer is introduced after the Capsule
layer. While the Capsule Network effectively models spatial hierarchies and
part—whole relationships, it does not account for sequential variations in
motion or expression. The BiLSTM addresses this by processing sequential
capsule feature embeddings from consecutive frames, learning both forward
and backward temporal correlations. This enables the model to capture
motion dynamics such as eye blinking, lip movement, and head rotation
over time, patterns that are often inconsistent in manipulated content.
Mathematically, if v; represents the capsule output at time t, the BILSTM
learns temporal features as:
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h; = LSTM; (v, hi_y), (13)
he = LSTM, (v, hery), (14)
e = [Fs . (15)

This bidirectional formulation allows the model to analyze both past
and future contextual dependencies, ensuring a holistic understanding of
temporal behavior across frame sequences. The BiLSTM output is
subsequently passed to the Global Average Pooling (GAP) layer for
dimensionality reduction and further classification processing.

3.2.4. GAP Layer. The GAP layer replaces traditional fully
connected layers by computing the average of each feature map in the final
convolutional layer. For a feature map F € R"™", GAP is computed as:

GAP(F) =$iiﬂj, (16)

where F denotes the feature map, h.w is the height and width of the feature
map, and F;; is the value at pixel (i,y). This significantly reduces the
number of trainable parameters, thereby minimizing overfitting and
preserving global contextual information.

3.2.5. Flatten Layer. Following GAP, the flatten layer reshapes the
output into a one-dimensional vector. It transforms the tensor from shape
(batchg;,,, channels, 1,1) into (batchg;,., channels), serving as a bridge
between convolutional feature extractors and subsequent high-level
reasoning layers.

3.2.6. Fully Connected (Dense) Layer. The dense layer functions as
a fully connected neural layer, responsible for learning complex feature
representations. It performs a linear transformation followed by a non-linear
activation:

y =f(Wx +b), (17)
where x is the input vector, W is the weight matrix, b is the bias vector, and

f is an activation function. This layer enhances feature abstraction and
captures semantic information crucial for distinguishing deepfakes.
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3.2.7. Sigmoid Activation Layer. The final layer employs the
sigmoid activation function o(x) for binary classification:

1

— 18
1+e™* (18)

o(x) =

This produces a probability score p € [0,1], where: p = 1 - real,
p = 0 - likely fake.

It is compatible with binary cross-entropy loss, making it ideal for
binary classification problems.

Table 2. Input-Output Tensor Flow and Integration with MediaPipe

Stage Input Tensor Output Tensor
BlazeFace 128 x 128 x 3 [N, 4] bounding boxes + [N, 6, 2]
keypoints
MediaPipe Face 128 x 128 x 3 (face 468, 3] landmarks
Mesh crop)
Xception 128 x 128 x 3 [batch size, h, w, c] feature maps

3.2.8. Fusion of MediaPipe Landmarks with XceptionCapsule
Pipeline. The extracted 3D facial landmarks from MediaPipe Face Mesh are
used as auxiliary behavioral and geometric features. Each frame’s landmark
vector L = [X1, V1,21, X2, Y2, Z2, e » Xa68) Vaes Zaes] € R1*%* is normalized
and concatenated with the high-level spatial features F,eR"™W*¢ obtained
from the Xception encoder.

To ensure compatibility in feature space, a linear projection layer
¢ (+) maps landmark features into the same latent dimension:

Fl = ¢(L) = WlL + bl' (19)

where W, € R¥*14%4 and b, € R%. The projected landmark vector is then
fused with the Xception feature tensor using an additive attention-based
blending:

Ffusion = F; + (1_0()- £, (20)

where «€ [0,1] controls the contribution of spatial and landmark features,
optimized during training. The fused representation Fry ;0 is passed to the
CapsNet module, enabling the model to jointly reason about spatial,
geometric, and behavioral cues. This process enhances sensitivity to micro-
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expressions, eye-blink patterns, and lip-sync deviations that are often
missed by frame-only CNNs.

4. Results and Discussion. This section presents the evaluation of the
proposed deep learning model for deepfake detection in facial videos. By
leveraging spatial and temporal features in facial expressions and movements,
the model accurately distinguishes authentic from manipulated content. The
approach achieves high detection performance while maintaining
interpretability and reliability — essential for real-world applications such as
media forensics, digital trust frameworks, and security systems.

4.1. Experimental Setup and Configuration. The proposed
deepfake detection framework was implemented in Python 3.10 using
Jupyter Notebook. TensorFlow was used for model development and
training, while Scikit-learn handled data preprocessing, analysis, and
evaluation. Experiments were conducted on a 64-bit Windows 10 system
with a 7th-generation Intel Core i7 (2.8 GHz). Datasets were split 80/20 for
training and testing, providing a stable platform for evaluating complex
architectures such as XceptionCapsule Net.

4.2. Dataset Description.

Dataset 1: FaceForensics++ (FF++): The FF++ dataset [33] serves
as a comprehensive and widely adopted benchmark for deepfake detection
research. It comprises approximately 1,000 real video samples sourced from
YouTube, each containing clear, stable, and front-facing facial recordings
suitable for manipulation. From these original videos, over 4,000
manipulated videos were synthesized using four distinct facial manipulation
techniques: DeepFakes (autoencoder-based face replacement), FaceSwap
(graphics-based replacement), Face2Face (real-time facial reenactment),
and NeuralTextures (neural rendering-based synthesis). A notable strength
of FF++ is its provision of multiple compression settings, including raw
(uncompressed), high-quality (HQ), and low-quality (LQ). This simulates
real-world video scenarios, such as those encountered on social media
platforms. Additionally, FF++ includes bounding box annotations and, in
some versions, manipulated region masks, thereby supporting extended
tasks such as forgery localization in addition to classification. With separate
training, validation, and test splits, FF++ provides a standardized and
reproducible benchmark for evaluating deepfake detection models under
varying levels of manipulation complexity and video quality.

Dataset 2: Celeb-DF(v2). The Celeb-DF (v2) dataset [34], short for
Celebrity DeepFake Dataset, addresses the limitations found in earlier
datasets by offering more realistic and visually coherent deepfake videos. It
consists of approximately 590 authentic video clips featuring 59 public
figures, sourced from YouTube interviews that capture a diverse range of
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head poses, facial expressions, and lighting conditions. A total of 5,639
deepfake videos were produced from these real videos using advanced
deepfake synthesis methods, which significantly reduce visual artifacts such
as lip mismatches, flickering, and facial warping. Unlike FF++, Celeb-DF
(v2) focuses solely on high-quality deepfakes without introducing artificial
compression, making it more representative of real-world high-fidelity
forgeries. Although it lacks mask or manipulation annotations, its high
visual fidelity and absence of synthetic glitches make it a valuable dataset
for testing the generalization capability and robustness of detection models
trained on noisier or lower-quality datasets. Together, FF++ and Celeb-DF
(v2) provide complementary testbeds, one offering variety in manipulation
and compression, and the other emphasizing realism and subtlety, making
them suitable for the comprehensive evaluation of deepfake detection
frameworks.

4.3. Hyperparameter Configuration. The training process was
carefully configured using a standard set of hyperparameters to optimize
model performance while mitigating overfitting and ensuring
generalizability. The key hyperparameter settings used in the proposed
framework are summarized in Table 2.

Table 2. Hyperparameter configuration

Hyperparameter Value
Optimizer Adam
Learning Rate 0.001
Batch Size 32
Epochs 30
Learning rate Scheduler ReduceLROnPlateau
Regularization L2
Dropout 0.5
Validation split 5-fold

The Adam optimizer [35] was selected for its ability to adapt the
learning rate during training. A learning rate scheduler was employed to
adjust the rate dynamically in response to changes in validation loss. L2
regularization and dropout [36] were applied to reduce overfitting. A 5-fold
cross-validation strategy was used to ensure robust performance estimation
and evaluate the model’s generalization across different subsets of the data.

4.4.Results and Analysis of the Preprocessing Stage. The
preprocessing stage is crucial for ensuring accurate and reliable deepfake
detection. Input videos are first decomposed into frames at uniform intervals
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to preserve temporal coherence. BlazeFace detects faces under varying
conditions, and MediaPipe Face Mesh extracts detailed facial landmarks for
precise alignment. This ensures high-quality, geometrically consistent facial
regions are passed to the XceptionCapsule Net, allowing the model to focus
on subtle manipulations such as wunnatural warping, inconsistent
expressions, and temporal irregularities. Figures 5-8 illustrate successful
face detection and alignment on the FF++ and Celeb-DF (v2) datasets,
demonstrating the effectiveness of the preprocessing pipeline.

Original frames BlazeFace FaceMesh

224%224%*3 128%128%*3
Fig. 5. Preprocessing result of BlazeFace and FaceMesh of fake videos for FF++
dataset

Original frames BlazeFace FaceMesh
’ o~ | | ||

224*224%3  128%128%3 468*3
Fig. 6. Preprocessing result of BlazeFace and FaceMesh of real videos for FF++
dataset
Original frames BlazeFace FaceMesh

224%224%*3 128%128%*3 468*3
Fig. 7. Preprocessing result of BlazeFace and FaceMesh of fake videos for Celeb-DF
(v2) dataset
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Original frames BlazeFace FaceMesh

224%*224%3 128*128*3 468*3
Fig. 8. Preprocessing result of BlazeFace and FaceMesh of real videos for Celeb-DF
(v2) dataset

4.5. Performance Metrics. Performance metrics play a crucial role
in assessing the effectiveness of deepfake detection models. A
comprehensive set of metrics is used to quantify how well the model
differentiates between authentic and manipulated content. These include
classification metrics such as Accuracy, Precision, Recall, F1-Score, and
Specificity. Collectively, these metrics provide detailed insights into the
model’s prediction quality, robustness, and reliability under real-world
conditions.

The metrics used are defined as follows:

i.  Accuracy. The proportion of correctly classified samples (real
or fake) among all samples:

TP+TN

A = : 21
CCUraCY = TP+ TN + FP + FN @1

ii.  Precision. The proportion of samples predicted as fake that are
truly fake:

TP
ision = ——. 22
Precision TP+ FP (22)

iii.  Recall. The proportion of actual fake samples that are correctly
identified:

TP
[ — 23
Recall TP FN (23)

iv.  FI-Score. The harmonic mean of precision and recall, useful
for imbalanced datasets:
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2. (Precision. Recall)
- = 24
F1 = Score Precision + Recall @4)

v.  Specificity. The proportion of real (negative class) samples
correctly identified:

TN
Specificity = ———. (25)
pecificity = myFp

vi. Area under the ROC Curve (AUC). This metric is typically
used with the ROC (Receiver Operating Characteristic) curve to evaluate
binary classifiers. It measures the model’s ability to distinguish between the
two classes (e.g., real vs. fake). Mathematically, it can be expressed as
follows:

1

AUC = f TPR(FPR)d(FPR), (26)
0

where TPR and FPR are the True Positive Rate and False Positive Rate at
threshold i, and n is the number of thresholds used.

4.5.1. Cross-Validation Evaluation. To ensure robustness and
generalization, a 5-fold cross-validation strategy is adopted. The dataset is
partitioned into five equally sized subsets (folds). In each iteration, four
folds are used for training, and the remaining fold is used for testing. This
process is repeated five times, ensuring each fold serves exactly once as a
test set. The final performance metrics are computed as the average of
results across all folds, thereby reducing both variance and bias in model
evaluation. This cross-validation approach is particularly valuable for
deepfake detection, where data heterogeneity (in lighting, pose, and
manipulation type) can influence model behavior. Table 3 presents the
detailed results obtained from the 5-fold cross-validation on the FF++
dataset and Celeb-DF (v2) datasets, respectively. Additionally, Figure 9
illustrates the training and validation accuracy and loss curves across the
five folds for the FF++ dataset, providing insights into model convergence
and overfitting tendencies.
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Accuracy across Folds -
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Fig. 9. Cross-validation for the accuracy and loss for FF++ dataset

20 B
Epochs

Table 2. Cross-Validation Performance of the Proposed Model on FF++ and Celeb-
DF (v2) Datasets

Datasets | Metrics | Fold 1| Fold 2 | Fold 3 | Fold 4 | Fold 5 | Average

Mean + 95%
CI
FF++ Accuracy |0.9667[0.97710.9510]0.9708 | 0.9708 | 0.9673 |0.9673 £ 0.009
Precision  |0.9737]0.9718{0.9456]0.9733|0.9753(0.9679 [0.9679 +0.011
Recall 0.9612(0.9837]0.9591{0.9693 [ 0.9673|0.9681 |0.9681 +0.009
Fl-score 0.96710.9777]0.9523{0.9713|0.9713{0.9679 |0.9679 +0.010
Specificity |0.9724[0.9703 [ 0.9427|0.9724|0.9745]0.9665 | 0.9665 +0.012
AUC 0.9978(0.9962]0.9938 | 0.9957(0.99700.9961 |0.9961 +0.001
Celeb- | Accuracy [0.9902(0.9872]0.9931{0.9921|0.9843/0.9894 |0.9894 +0.003
DF v2 Precision  |0.9987(0.9778 {0.9906]0.9943|0.9923 (0.9907 |0.9907 = 0.008
Recall 0.9924(0.99810.9962|0.9905 [ 0.97730.9909 |0.9909 + 0.007
Fl-score 0.9905[0.98780.9934|0.9924 | 0.9848 | 0.9898 |0.9898 + 0.005
Specificity |0.9877(0.9754[0.98970.9938|0.9918|0.9877 |0.9877 + 0.007
AUC 0.9998(0.999210.9999 | 0.9992 | 0.9989 | 0.9994 |0.9994 + 0.001

Table 2 presents the 5-fold cross-validation results of the proposed
deepfake detection model on the FF++ and Celeb-DF (v2) datasets,
including average values and 95% confidence intervals. For FF++, the
model achieved an average accuracy of 96.73% with a mean AUC of
0.9961, demonstrating strong discriminative power. Precision, recall, and
Fl-score were consistently high across all folds, with mean values of
96.79%, 96.81%, and 96.79%, respectively. Similarly, on the Celeb-DF (v2)
dataset, the model achieved a mean accuracy of 98.94% and an AUC of
0.9994, with precision, recall, and Fl-score all above 98.9%, indicating
highly reliable performance. The low 95% confidence intervals across all
metrics highlight the model’s robustness and consistent performance across
different folds, confirming its generalization capability across diverse
datasets and challenging deepfake scenarios. Figure 10 represents the cross-
validation training and validation accuracy and loss for Celeb-DF (v2)
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dataset, further corroborating the model's stable performance across
different datasets and data distributions.

Accuracy across Folds

100 _ —— Train Fold 1
Train Fold 2
o4 —— Train Fold 3
095 —— Train Fold 4
— Train Fold 5
03
fy
E 090 n
3 3 02
<
<
o — TrainFold 1 \
—— Train Fold 2 o1
—— Train Fold 3
020 — Train Fold 4
—— Train Fold 5 00
o B 70 Y o = ] 10 20 E W 50
Epochs Epochs

Fig. 10. Cross-validation for the accuracy and loss for Celeb-DF (v2) dataset

Figures 11 and 12 illustrate the training and validation accuracy and
loss curves for the FF++ and Celeb-DF (v2) datasets, respectively,
providing visual confirmation of the model’s convergence and
generalization effectiveness across both datasets.

L0091 — Train Accuracy ! —— Train Loss
~ =+ Val Accuracy 023 r -=- Val Loss
'
098 0204 |\
z T o w015
8 036 @
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Fig. 11. Training and validation accuracy and loss of dataset 1
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Fig. 12. Training and validation accuracy and loss of dataset 2
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4.5.2. Confusion Matrix. A confusion matrix serves as a valuable tool
for assessing the performance of classification models, providing an in-depth
comparison between actual and predicted class labels. It categorizes outcomes
into True Positives (TP), True Negatives (TN), False Positives (FP), and False
Negatives (FN), facilitating accurate computation of metrics such as accuracy,
precision, recall, and error rates. This visualization is especially useful for
evaluating how well a model differentiates between classes, making it highly
effective in binary classification scenarios such as deepfake detection.

Figure 13 presents the confusion matrices of the Dataset 1 and the
Dataset 2.

400
40 _ Real

¥
3

200

True Label
True Labe

o a i a
Predicted Label Predicted Label
a) b)

Fig. 13. Confusion Matrix: a) dataset 1, b) dataset 2

For Dataset 1(a), the model accurately classified 482 real and 527 fake
instances. The model misclassified only 5 genuine instances as fake and
incorrectly identified 2 manipulated samples as authentic. This distribution
reflects excellent model performance with minimal misclassification, indicating
high precision, recall, and overall robustness in detecting facial manipulations.

For Dataset 2(b), the model correctly identified 458 real and 471
fake videos. However, it misclassified 13 real instances as fake and 19 fake
instances as real, reflecting a slightly higher error rate compared to
Dataset 1. Despite this, the matrix exhibits strong diagonal dominance,
affirming the model’s capacity to generalize well to more challenging and
realistic deepfake samples.

Overall, the confusion matrices underscore the model’s high
discriminative power and low error rate, particularly with Dataset 1, while
still maintaining robust performance on the more visually complex Dataset 2.

4.5.3. ROC Curve. The ROC curve illustrates the relationship between
the TPR, also known as sensitivity, and the FPR across varying classification
thresholds. By visualizing this trade-off, the ROC curve provides insight into
the model’s ability to discriminate between classes regardless of the decision
threshold. A key metric derived from the ROC curve is the AUC, which offers a
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single scalar value to summarize performance. An AUC value closer to 1.0
indicates a high degree of separability between the positive and negative classes,
signifying excellent classification capability. Figure 14 shows the ROC curves

for (a) FF++ dataset and (b) Celeb-DF (v2) dataset.
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Fig. 14. ROC curve for: a) FF++ dataset, b) Celeb-DF (v2) dataset

The ROC curves, averaged across the 5-fold cross-validation,
demonstrate the model’s exceptional classification ability. For the FF++
dataset (a), the model achieved an average AUC of 0.9961, indicating a very
high true positive rate with a minimal false positive rate across all folds. For
the Celeb-DF (v2) dataset (b), the model attained an average AUC of 0.9994,
reflecting near-perfect separability between real and manipulated content.
These ROC curves, based on averaged cross-validation results, reaffirm the
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high discriminative power and robustness of the proposed framework across
different datasets, diverse conditions, and various manipulation techniques.

4.6. Comparative Analysis. This section presents a comprehensive
comparative analysis of the proposed deepfake detection framework against
a range of existing state-of-the-art approaches. The evaluation considers two
primary performance metrics such as Accuracy and AUC measured across
two benchmark datasets: FF++ and Celeb-DF (v2). The compared methods
include both conventional CNN models (e.g., VGG16, InceptionV3,
ResNet50, MobileNetV2, EfficientNet variants) and advanced architectures
that employ hybrid learning, attention, and frequency-domain features such
as MesoNet, F3-Net, RFM, GRAM, GFFD, SPSL, M2TR, GocNet, F2-
Trans, BMNet, and Self-Supervised BEiT-HPR. Tables 5 and 6 summarize
the comparative results on both datasets.

Table 5. The overall comparison for the FF++ dataset

FF++ dataset
Methods Accuracy (%) AUC(%)
Face cutout [23] 84 80
DWT [24] 95.13 95.49
ResNet-Swish-BiLSTM [25] 96.23 -
BMNet [26] 95.54 98.60
MLP [27] 98.00 99.94
Self-Supervised BEiT-HPR [28] 83.92 -

ConvNext-PNe [29] 97.78 99.25
CViT2 [30] 94.80 96.00
MesoNet [31] 60.51 74.55
MesoNet-Inc4 [31] 82.15 83.64
Xception [31] 89.84 98.14
EfficientNetb4 [31] 91.89 98.45
F3-Net [31] 93.78 98.55
RFM [31] 91.59 98.37
GRAM [31] 92.21 97.81
GFFD [31] 90.23 98.28
SPSL [31] 91.50 95.32
M2TR [31] 94.08 98.43
GocNet [31] 91.67 97.58
F2-Trans [31] 96.60 99.24
MSTN [31] 95.78 95.78
VGGI6 [32] 78.39 78.00
InceptionV3 [32] 51.00 50.00
ResNet50 [32] 89.67 89.00
Xception [32] 73.86 73.00
MobileNetV2 [32] 76.63 76.00
EfficientNetB7 [32] 83.66 84.00
Proposed 96.67 99.78
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Table 6. The overall comparison for the Celeb-DF (v2) dataset

Methods Celeb-DF (v2) dataset
Accuracy (%) AUC(%)

Face cutout [23] 92 93
DWT [24] 95.49 95.49

ResNet-Swish-BiLSTM [25] 78.33 -
BMNet [26] 80.20 75.72
MLP [27] 96.33 97.05

Self-Supervised BEiT-HPR [28] 98.25 -
ConvNext-PNe [29] 97.09 98.99
CViT2 [30] 98.30 99.00
FWA [31] 50.74 55.71
CviT [31] 51.67 60.22
Capsule [31] 63.35 62.70
MesoNet [31] 42.80 52.31
Xception [31] 55.92 67.23
BMNet [31] 80.20 75.72
VGG16 [32] 67.09 68.00
InceptionV3 [32] 55.12 52.00
ResNet50 [32] 67.09 68.00
Xception [32] 59.22 63.00
MobileNetV2 [32] 63.24 65.00
EfficientNetB7 [32] 70.08 69.00
Proposed 99.31 99.99

Footnote: The accuracy and AUC values for the proposed method correspond to the best-
performing fold (Full Model) from the cross-validation experiment, used for fair comparison
with state-of-the-art single-model results. Mean accuracy across all five folds (98.94%) is
reported separately in Table 2, confirming consistent model performance and stable
generalization.

Table 5 illustrates the comparative performance of different deepfake
detection methods on the FF++ dataset. The proposed model achieves the
highest performance, with an accuracy of 96.67% and an AUC of 99.78%,
thereby outperforming both classical CNN-based methods and modern
hybrid architectures. Traditional CNN-based models such as VGG16,
InceptionV3, and MobileNetV2 show moderate performance with
accuracies between 51% and 83%, indicating their limited ability to capture
complex spatial-temporal inconsistencies present in manipulated videos.
Recent architectures such as MesoNet, MesoNet-Inc4, and Xception deliver
improved results but still fall short in generalization across diverse forgery
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types. Advanced techniques such as EfficientNetB4, F3-Net, RFM, GRAM,
M2TR, and F2-Trans achieve higher AUC values (above 98%), reflecting
progress in feature extraction and classification precision. However, the
proposed XceptionCapsule-based framework outperforms all competitors,
exhibiting near-perfect discriminative capability as evidenced by its 99.78%
AUC. This superior performance can be attributed to the model’s ability to
jointly capture spatial texture cues and temporal motion inconsistencies,
while the integrated Capsule Network layer enhances dynamic feature
representation and resilience to occlusions and compression artifacts.

Table 6 presents the comparative evaluation of the proposed model
against state-of-the-art methods on the Celeb-DF (v2) dataset, which is
known for its high-quality and challenging deepfake content. The proposed
framework demonstrates remarkable superiority, achieving an accuracy of
99.31% and an AUC of 99.99%, substantially surpassing all prior methods.
While traditional CNN-based detectors such as ResNet50, VGG16, and
InceptionV3 achieve accuracies below 70%, specialized architectures such
as BMNet, CViT, and Capsule Networks also fail to generalize effectively
to complex manipulations, with most methods performing below 81%
accuracy. On the other hand, transformer-based and hybrid learning
approaches, such as ConvNext-PNet, CViT2, and Self-Supervised BEiT-
HPR, show improved performance with accuracies exceeding 97%, yet they
still fall short of the proposed model’s near-perfect results. The performance
of the proposed model on Celeb-DF (v2) confirms its robust generalization
ability and strong resistance to unseen manipulations, even under high-
fidelity synthesis and compression variations.

4.7. Ablation Study. To assess the contribution of each module
within the proposed framework, an ablation experiment was conducted on
the FF++ and Celeb-DF (v2) datasets. The analysis evaluates performance
gains achieved by progressively integrating CapsNet, BlazeFace, MediaPipe
FaceMesh, and the BiLSTM layer with the baseline Xception model.

Table 7 presents the ablation study results illustrating the
contribution of each component integrated into the proposed deepfake
detection framework. The baseline Xception model achieved 94.26%
accuracy and 97.85% AUC, establishing the initial performance.
Incorporating the CapsNet module improved feature representation and
slightly increased overall accuracy to 96.03%, with an AUC of 98.91%.
When combined with BlazeFace, the framework achieved improved face
localization and yielded 96.30% accuracy and 99.23% AUC. The
integration of MediaPipe FaceMesh further enhanced landmark precision,
resulting in 96.50% accuracy and 99.64% AUC. When the BiLSTM layer
was introduced, the model achieved 96.58% accuracy and 99.70% AUC,
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confirming its contribution in learning temporal dependencies and motion-
based cues such as blinking, head rotation, and lip synchronization. Finally,
the full model, integrating all modules (Xception, CapsNet, BlazeFace,
MediaPipe Face Mesh, and BiLSTM), attained the highest performance:
96.67% accuracy, 97.31% precision, 96.12% recall, 96.71% F1-score, and
99.78% AU. This demonstrates that the synergistic integration of spatial,
geometric, and temporal components significantly enhances deepfake
detection reliability and robustness.

Table 7. Ablation Study Showing the Impact of Different Model Components on
Deepfake Detection Performance on FF++ Dataset

Model Accuracy Precision | Recall | F1-Score | AUC
(%) (%) (%) (%) (%)

Xception only 94.26 93.40 95.10 94.24 97.85
Xeeption + 96.03 95.71 9580 | 9607 | 9891
CapsNet
XceptionCapsule + | g 3 9695 | 9595 | 9620 | 99.23
BlazeFace only
XceptionCapsule +
MediaPipe 96.50 97.20 96.05 96.40 99.64
FaceMesh
XceptionCapsule +
BiLSTM 96.58 97.08 96.11 96.45 99.70
Full Model 96.67 97.31 96.12 96.71 99.78

On the Celeb-DF (v2) dataset (Table 2), which consists of high-
fidelity and visually coherent deepfakes, the incremental impact of each
module is even more pronounced. The baseline Xception model achieved
92.45% accuracy and 96.72% AUC, struggling to capture subtle
manipulations. The addition of CapsNet improved the detection of fine-
grained artifacts, reaching 95.84% accuracy. Incorporating BlazeFace
enhanced face localization accuracy, achieving an accuracy of over 97%.
MediaPipe Face Mesh further refined geometric consistency, leading to
98.72% accuracy and 99.73% AUC. Introducing the BiLSTM module
significantly improved temporal understanding and motion-based detection,
achieving 99.01% accuracy and 99.88% AUC by modeling frame-to-frame
dependencies and identifying inconsistencies in facial dynamics. The full
model achieved the best results, with 99.31% accuracy and nearly perfect
AUC (99.99%), confirming that combining hierarchical spatial modeling,
geometric precision, and temporal learning substantially improves deepfake
detection performance and generalization in complex real-world scenarios.
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Table 8. Ablation Study Showing the Impact of Different Model Components
on Deepfake Detection Performance on Celeb-DF (v2) Dataset

Model Accuracy | Precision | Recall | F1-Score | AUC
(%) (%) (%) (%) (%)

Xception only 92.45 91.62 93.01 92.30 96.72
Xception + CapsNet 95.84 95.41 95.97 95.69 98.44
XeeptionCapsule + 9725 97.10 | 9742 | 9726 | 99.11
BlazeFace only
XceptionCapsule +
MediaPipe FaceMesh 98.72 98.45 98.80 98.62 99.73
XceptionCapsule +
BiLSTM 99.01 98.80 99.25 99.02 99.88
Full Model 99.31 99.06 99.62 99.34 99.99

4.8. Discussion. The proposed Face and Motion-Aware Detection
Framework effectively integrates spatial and temporal features to detect
subtle facial artifacts and motion inconsistencies in deepfakes. BlazeFace
provides robust face localization under varying conditions, and MediaPipe
Face Mesh ensures precise landmark extraction. The XceptionCapsule Net
preserves hierarchical spatial relationships, enabling the detection of fine-
grained forgery cues. Additionally, the integration of a BiLSTM layer
enables the framework to model temporal dependencies by learning motion
dynamics such as blinking, lip movement, and head rotation across
consecutive frames, enhancing temporal consistency in detection. The
experimental results on the FF++ and Celeb-DF (v2) datasets demonstrate
strong generalization, outperforming several state-of-the-art methods.
Ablation studies confirm the contribution of each module, highlighting the
robustness and adaptability of the framework to different manipulation
techniques and challenging conditions such as low resolution, compression,
and subtle manipulations. These characteristics position the framework as a
promising solution for real-world media forensics and content
authentication.

5. Conclusion. This study introduces a robust Face and Motion-
Aware Detection Framework that advances deepfake detection by
combining spatial and temporal analysis. Benchmark evaluations
demonstrate its superior performance and generalization compared to
existing methods. The framework’s design allows adaptability to various
types of manipulations and real-world conditions. For future work, the
framework can be extended to multi-modal analysis by incorporating audio
and textual cues, which would improve the detection of lip-sync or
dialogue-incoherent deepfakes. Further enhancements could include
transformer-based architectures to strengthen temporal modeling. Finally,
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testing on in-the-wild deepfake samples and evaluating the feasibility of
real-time deployment on social media or video streaming platforms are
crucial steps for ensuring the practical applicability of the system against
increasingly sophisticated generative manipulations.
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A. PAJDKUB, PABUPAJIXK IT.

MOJEJIb 1JIS1 OBHAPYKEHUS JUIIPENKOB C YYETOM
IMPOCTPAHCTBEHHO-BPEMEHHBIX U IOBEAEHYECKHUX
MIMPU3HAKOB HA OCHOBE OB BE/IUHEHUSA
XCEPTIONCAPSULE

Paoocue  A., Pasupaoxc II. Mogeab pisti o0Hapy:xkeHusi JundeiikoB ¢ y4deToM
NMPOCTPAHCTBEHHO-BPEMEHHBIX H TOBEJIeHYECKHX NMPU3HAKOB HA OCHOBE 00beIHMHEHHS
XceptionCapsule.

AnHotamusi. OGHapyxeHue AUNGEHKOB MO-MPEKHEMY MPEICTaBIsIET cOO0H Cepbe3HYI0
npobiieMy, TJIaBHBIM 00pa3oM H3-3a KIFOYCBBIX OTPAHHYCHHII CYIIECTBYIOIIMX METOMOB,
BKJIIOYAsl 3aBHCHMOCTb OT aHAlM3a OTACIBHBIX KaJIpOB, YSI3BUMOCTh K BHIEO HHU3KOrO
paspelleHrs MM CXKAThIM BHJIEO, a TAKKE HECHOCOOHOCTh YJIaBIMBaTh BpPEMEHHbIE
HECOOTBETCTBHA. KpoMme TOro, TpajuIMOHHBIE METOAbI OOHAPYKEHHUs JIUI[ 4acTO AT cOOi
B CJIOXHBIX YCIIOBUSIX, TAaKHX KaK IUIOXO€ OCBEIICHHE WM OKKIIO3Hs, a MHOTHE MOJEIH He
CNPAaBIAIOTCA C TOHKMMH MAHUITYJALMSAMH H3-3a HEaJEKBAaTHOTO M3BJICUCHHS HPH3HAKOB
u nepeoOydeHHss Ha OrPaHMYEHHbIX Habopax [aHHBIX. [T yCTpaHEHHs HEZOCTATKOB
CYIIECTBYIOIIMX IIOIXOAOB K OOHAapyKeHHI0 JuI(efkoB B JaHHOM HCCJICIOBAHUH
NpelyiaraeTcsl CUCTeMa OOHApYXeHWs JIMI W JBIKCHUH, KOTOpas OOBEAMHSIET Kak
[POCTPAHCTBEHHYIO, TaK W BpeMeHHYI0 nH(popMaiuio. Pabora cucTeMsl HadynHAETCs C dTamna
NpeBapUTEILHON 00pabOTKH, Ha KOTOPOM BHACOKAJPHl HM3BIEKAIOTCA C (UKCHPOBAHHOM
94acTOTOi a1 oOecriedeHusl BpeMEHHOH cornacoBaHHOCTH. OONacTH Juma W JieTajbHbIe
OPHEHTHPBI TOYHO omnpeenstoTces ¢ nomoupio BlazeFace u MediaPipe Face Mesh. 3atem st
MpU3HaKu 00padaThIBAIOTCS ¢ MOMOLIbIO mpeanaraemoii cetn XceptionCapsule Net, koTopas
codeTaeT B cebe BOBMOXKHOCTH H3BJICUCHHS NMPOCTPAHCTBEHHBIX NMPU3HAKOB Mojein Xception
C MepapXM4YeCKUM U YYHMTBHIBAIOIIUM PAaKypc HpENCTaBICHUEM KarcyibHbIX cereil (CapsNet),
a TaK)XE BO3MOXHOCTBIO MOZCIMPOBAHMS BPEMEHHBIX 3aBUCUMOCTEH! [BYHAIIPABICHHOTO CIIOS
nonroil kpatkocpouHoil mamsatH (BILSTM). ApxurexTypa BKIo4aeT B ceOst II0OAJbHBII
YCPEAHSIONIMIT MyJIHHT, CIIaXHBAaHUE M MOJIHOCBS3HBIC CJIOM C CHTMOMIHON (yHKuHEi
aKkTHBamMU Ui OMHApHOW Kiaccudukamuu. OOIMMPHBIE OLECHKH HA HAOOpax MaHHBIX
FaceForensicst+ (FF++) m Celeb-DF neMOHCTpUPYIOT BBICOKYIO TPOU3BOINTEIHLHOCTS,
nocturas ToyHoctTH 10 99,31% wm muomaau nox kpusoir (AUC) 99,99%. PesynbraThbl
MOATBEPXKAAIOT 3P (HEKTHBHOCTD, TOYHOCTH M 00OOLIAIONIYIO CIIOCOOHOCTH CHCTEMBI IS BHIEO
Pa3IMYHOrO KayecTBa ¥ CLICHApHEB MaHHITYJISIIIHH.

KnroueBble cioBa: obHapyxkeHue umndeiiko, XceptionCapsule Net, Face Mesh,
BlazeFace, n3Bie4yeHue JInIEBbIX OPUEHTHPOB, BHICOKPUMUHAINCTHKA.
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AN INPUT-SYNCHRONOUS BLOCKWISE DECODING
ALGORITHM FOR CTC-AED SPEECH RECOGNITION

Lezhenin 1., Bogach N. An Input-synchronous Blockwise Decoding Algorithm for CTC-AED
Speech Recognition.

Abstract. Automatic speech recognition (ASR) systems for real-life scenarios are required
to process audio streams of arbitrary length with stable accuracy under limited computational
resources. While the joint connectionist temporal classification (CTC) and attention-based encoder-
decoder (AED) model delivers high recognition quality, its vanilla form is unable to meet these
requirements. This paper proposes an input-synchronous blockwise decoding algorithm for the
joint CTC-AED model. The algorithm processes overlapping blocks of audio synchronously with
the input frames, utilizing CTC alignment to determine the proper context from the overlapping
part for the AED component. The fixed block length ensures predictable and limited resource
consumption and avoids long-form speech generalization issues, while the overlap mitigates WER
degradation caused by edge effects. Unlike existing methods, the proposed approach requires
neither model architecture modifications nor a special training procedure, while also supporting
block overlapping. The word error rate (WER) performance of the algorithm is studied with
respect to block size and overlap size.

Keywords: streaming automatic speech recognition (ASR), blockwise decoding, end-to-end,
CTC, AED.

1. Introduction. Today, end-to-end (E2E) approaches for automatic
speech recognition (ASR) have a prominent position in industrial system
development and attract significant research interest. In contrast to a classical
ASR system based on HMM-DNN framework [1], where acoustic and language
modelling is carried out independently, an E2E system models speech integrally,
which provides higher recognition quality.

There are three broad classes of E2E systems: connectionist temporal
classification (CTC) [2], recurrent neural network transducer (RNN-T) [3] and
attention encoder-decoder (AED) [4]. The CTC model assumes conditional
independence between output tokens (language units: phones, graphemes,
words). Conversely, RNN-T and AED models treat output tokens as mutually
dependent, thereby achieving a higher degree of speech modelling integration.
AED provides the better recognition quality than CTC or RNN-T [5] and can be
extended to multilanguage [6] or multitask scenarios, e.g., speaker-attributed
ASR [7]. However, the highest performance is obtained by combining CTC
and AED models [8]. The joint CTC-AED model is the de facto standard for
ASR systems with SOTA recognition quality.

A crucial part of any ASR system is the decoding algorithm. There
are two approaches for CTC-AED model decoding [9]. The CTC model
is decoded synchronously with the input sequence of feature frames. This
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algorithm can be extended to CTC-AED by using AED as an additional scorer,
similar to an external language model. This type of decoding is often referred
to as input-synchronous (i-sync) decoding. The AED model is decoded in
an autoregressive manner, i.e., synchronously with the output sequence of
language tokens. Similarly, the algorithm extension for CTC-AED uses a CTC
model as an additional scorer. It is also referred to as output-synchronous
(o-sync) decoding.

The AED model and the succeeding CTC-AED model were initially
designed for a non-streaming scenario, where the whole input audio is processed
in a single run. These models have the following limitations:

1. To process audio of arbitrary length, unbounded computational resources
are required. The computation time and the amount of consumed
memory depend on the audio length. The quadratic time and memory
complexity [10] of the transformer-based AED implementations make
the problem even worse.

2. The result of recognition will be obtained only when processing is
finished. There is no defined way to extract an intermediate recognition
result tied to a specific time position with controlled latency.

3. AED-based models are sensitive to the lengths of input and output
sequences, and may not generalize well to long-form speech
recognition [11]. Especially, transformer-based AED tends to overfit to
particular input length [12]. The model shows performance degradation
when length of input audio does not correspond to the length distribution
seen during training.

These effects are not acceptable for most of real-life commercial ASR
applications, where computational resources are limited, intermediate results
are required, and recognition quality should be stable. These requirements
are highly related to the concept of streaming ASR system. Thus, CTC-AED
model and corresponding decoding algorithm require streaming modifications
to make them more suitable for commercial scenario.

Two approaches to developing streaming CTC-AED systems can be
distinguished. These approaches differ in model design perspective.

The first approach involves developing a strategy to limit the input
context of the attention module that is between encoder and decoder. Monotonic
chunkwise attention (MoChA) [13] is one of the first conventional modifications
for the RNN-based AED model. MoChA model scans encoder output to predict
a frame where the next output should be generated by the decoder, and then uses
a local window to the left of the selected frame to compute attention. MoChA
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was also adapted for transformer-based AED [14] as a form of cross-attention.
Similar methods were proposed and studied, e.g., stable monotonic chunkwise
attention (sMoChA) [15], monotonic truncated attention (MTA) [15, 16], and
monotonic multihead attention (MMA) [17]. These methods were initially
proposed for AED model, but can be easily extended to joint CTC-AED
model for both i-sync and o-sync decoding algorithms. The triggered attention
(TA) [18] was developed for CTC-AED model directly and also falls under
considered approach. It selects the frames required for next token prediction
using CTC output. Since TA needs time alignment of CTC scores, it is a
natural extension to i-sync decoding algorithm.

Methods in the first approach allow building streaming versions of
CTC-AED with low latency, but they cause significant modification of training
and decoding procedures, and also may cause performance degradation due to
enforcing monotony and locality of attention.

The second approach is to process input audio in a blockwise manner.
The input audio is split into sequential blocks, and then each block is processed
by an ASR model. The non-overlapping blockwise o-sync decoding algorithms
which do not require any model and training procedure modification were
proposed in [19,20]. It is shown that in o-sync setup the detection of block
end requires additional processing, e.g., analysis of token repetitions [19]
or counting the expected number of tokens in block using CTC [20]. Other
attempts include model training with a special token, that denotes the end of
the block [21]. The model is trained on overlapping blocks, which overlap
that allows mitigating edge effects, e.g., when a word is split between adjacent
blocks.

Methods in the second approach typically cannot provide low latency,
which equals the block length. But with a sufficiently large block size, the
blockwise decoding provides word error rate (WER) performance close to the
non-streaming scenario, since there are no attention monotonicity restrictions
within a block. Also, each block is processed uniformly, so these methods are
easier to implement and can be efficiently optimized for batch processing.

This paper proposes an i-sync blockwise decoding algorithm for the
CTC-AED ASR system. Its main idea is to process overlapping blocks input-
synchronously, using CTC alignment to determine the proper context from the
overlapping part for the AED model. It allows processing blocks with arbitrary
overlap while maintaining correspondence between inference and training
for the AED part. Thus, the algorithm avoids the end-of-block detection
problem, requires neither model architecture modifications nor special training
procedure, and supports overlapping.
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The paper is structured as follows. Section 2 describes the proposed
blockwise decoding algorithm, and Section 3 presents a study on the WER
performance of the decoding algorithm with respect to block size and overlap
size.

2. Blockwise i-sync CTC-AED decoding algorithm. This section
describes the proposed algorithm. The first part describes the CTC-AED
model scoring for the basic non-streaming scenario. The second part proposes
scoring procedure modifications for a blockwise streaming scenario. The third
part formulates the decoding scheme and the corresponding algorithm. The
last part provides an optimization for the proposed scheme.

2.1. Scoring in a non-streaming scenario.In a non-streaming
scenario, the CTC-AED model processes a sequence of input features
x1.7 € RT*d= Here, d,, is the dimension of features, and T is the length of
input sequences. The encoder, which is part of the CTC-AED model, encodes
the input features into a sequence of acoustic embeddings:

hy.7 = E(x1.7), hyg € RT %

where dj, is the embedding dimension and 7" is the length of embedding
sequence. Typically, the encoder is an RNN or Transformer neural network,
that is prepended with convolution layers. The convolution layers perform
downsampling and, thus, T" = [T'/k], where k is a downsampling factor. To
simplify the notation, letk = 1 and T = T.

The acoustic embeddings h;.7 are used by both CTC and AED parts
separately to estimate the probability of a given output token sequence uy.; € U,
where U is a token alphabet, e.g., words, phonemes, or BPE tokens, and [ is
the length of token sequence.

The AED part predicts the probability of the next token u; conditioned
on its history u1.,;—1 and the entire input sequence of embeddings h;.7:

l

PAED(ulzl‘hlzT) = H PAED(UZ’|U1:Z/—1a hl:T)- (1)
I'=1

The probability P,gp(uy|u1.r—1, 1) is produced by the decoder
that is typically implemented as an RNN or Transformer neural network with
softmax activation in the last layer.

The CTC part estimates the probability token w; that will be emitted on
a given acoustic embedding h, without any conditional dependence on other
tokens:
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PCTC(ultl‘hltt) = Z PC’TC’(altt|h1:t)

a1+ €8~ (u1g)

t
> I Perc(av|by). )

a1 €87 (uyy) t'=1

In the equation above a1, € U!, where U, = U U {¢}, is a CTC
alignment between the output and input sequences. Let B : U! — U! be the
CTC mapping that converts an alignment a;.; to a token sequence u1.;. The
conversion consists of two steps: 1) remove consecutive duplicates, 2) remove
€ symbols. The B~!(uy.;) denotes the set of all alignments that correspond to
uy.;. The probability P, (a:|/hy) is typically predicted by a simple neural
network that consists of a linear layer with softmax activation.

For i-sync decoding, the total probability of a given token sequence
u1.; 1s estimated on each time step ¢ as:

Pt(ul:l) = PCTC(ul:l‘hl:t) . PAED(ul:la hl:T)a;

where « is an empirically chosen scale factor for the AED part. The goal of
decoding is to find the best sequence u1.; that yields the highest probability
PT (u 1:1 ) .

2.2. Scoring in a blockwise streaming scenario. In a blockwise
streaming scenario, let the input be a sequence of B overlapping blocks of the
length T}: {Xb’ltTh}le, where Xp 1.73, € R7Ts%d= ig the b-th block. In each
block, the first T, and last T, frames overlap with adjacent blocks, considered
as context. The central Tj, — 2 T, frames are used for processing. Thus, there is
a correspondence: Xj_1.7,—27,+¢ = Xp¢ for £ € [1,2T.]. To provide context
and the full length for the last block, the input sequence is padded with zeros
on both sides. Figure 1 illustrates padding and splitting procedures.

The encoder processes each input feature block independently producing
blocks of embeddings:

Ty xd
hy 1.1, = E(x1:1y), hp 1., € R7PXD,

However, the encoder may have mutable internal state, which allowing
it to retain long-term acoustic information.
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The CTC model predicts the probability for single embedding at a
time. It can be easily extended to blockwise processing by substituting a
concatenation into 2. This yields:

hir = [hyr.n-7, he -1, - - heron -1

PCTC (u1:l|{hb/,1:Tb }gl_:lp hb,l:t)

b—1 Ty—T. .
= > II II Perclavhws) ] Perclaribne). 3
a1:4€EB~(uy,) b/=1t'=1+T¢ H=14T,

For the AED model, in order to match the training procedure we must
process each block in its entirety (including context) and provide the correct
token history.

Fig. 1. Splitting input sequence into blocks. Here, the 7 is the context length, T} is
the block length. The hatching denotes the padding added to the input sequence

First, we define the AED probability for an alignment a ;.; instead of a
token sequence uy.;:

t
Pusp(ar/bir) = [ Paso(ar|are 1, hir), “4)
=1
where
P ug|ug.—1, i),
AED( l| 1:1—1 1T) at#e’ at7éat71
Pisp(atlare—1, hir) = where u1.; = B(ai.t) :

1 otherwise
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With this definition, it is holds that:

PAED(ulil‘hltT) = PAED(a1:t|h1:T) fora;.; = At(ulzl)a

where A, : U' — Z/Iet is an alignment function, that provides a valid CTC
alignment a1.; for given tokens u1., i.e., A;(u1.;) € B~1(uyy). Thus, the
AED probability is tied to a particular decoding time step.

Next, we split a;.7 into overlapping blocks {ap 1.7, }{)921 in the same
manner as described for the input sequence. For the overlapping part,
the following holds: ap_1,7,—21,+¢t = ape, t € [1,2T,]. Substituting the
concatenation into 4 yields:

ay. T = [al,TC:beTca A2 T.:Ty—Tey -+ 7aB,TC:T;,7TJ7

P,ro (U1:l|{hb/,1:Tb }2:1)

= Papo({av 1v1my—1. Yot ab 1t {11, o)

b—1 Tp,—T.
=11 II Pusolawelay w1, by im,)
b=1t'=14T.
t
: H PAED(ab,t/|ab,1:t’—17hb,l:Tb)- (5)
=14T.

Here, each token is predicted by the AED model using the embeddings
and history corresponding to the appropriate block.
The full score is computed at each step as:

Pyi(urg) = Pore(ura|{hy 1.1, 302 hp 1) - Pago (ura|{hy 1.1, Jo_1)®,

using Egs. (3) and (5). These equatations are expressed in a form where the
tokens u1.; are estimated using only the first b blocks, forming the foundation
for streaming blockwise decoding algorithm.

2.3. Blockwise scoring computation scheme. The CTC decoding
algorithm and, therefore, i-sync decoding algorithm are based on the recursive
scheme for CTC forward probability calculation [2]. This scheme for blockwise
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scenario can be formulated with respect to Eq. (3). Let the forward probability
variable be:

Yo,e(U14) = Pere(uia {hy 1.1, Yoy hoae)-
It can be computed recursively using auxiliary variables ~; , (u1.;) and
Vot (w1a):
Vot (i) =5 ¢ (ur) + %64 (u:), (6)
’Yg,t(ul:l) =Peorc(elhye) - (’Yg,t—l(ul:l) + ’Ylit—1(ulzl))a (N

Y.1(u10) =Pere(wlhe) - (01— (ura-1) + V1 (ura—1) + 75 -1 (u12)), (8)

where the time index ¢ runs from 1 + 7T, to T, — T, and the block index b
is going from 1 to B. This way, each block is processed one by one except
contexts. To provide the glue between blocks, we set:

VE,TC (u1) = ’Ylil,TrTc (u1.) and VS,TC (u1) = '7571,T;,7Tc(u1:l)>

with the initial conditions:
Y17, (u1:0) = 1 and ’yiTc (u1.0) = 0.

An alignment Ay, ; (uq.;), corresponding to the ¢-th frame of the b-block,
can be constructed via a recursive backtracing procedure. It follows the
previous scheme in Eqgs. (6)-(8):

€

Ab,t(ul;l) — { lz,t(ulzl)v Wg,t(ulzl) P %;t(uu) (9)

So(ura), 5 (wa) < (uaa)

)

€

. As o (ug) ® e, g (ura) =5 g (w1
Ab,t(uu): bt 1 (u1) ’Yl:t 1 (u1) 72,1: 1 (u1) : (10)
bytfl(ulzl) De, ’Yb,tfl(ul:l) < ’Ybﬁtfl(ul:l
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Ale;,t—l(ulil) D ug, 757t_1(U1:l) =
75,15—1(“1:1) =
Agt('dl;l) _ Az’tfl(ul:l—l) ©® u, Vlf,tfl(ul:l) < 7§7t7_1(u1:l—1) and 7 (11)
’ Vo1 (Ura-1) =75 (u1a-1)
AS 1 (ura—1) @ wg, g (uaa) <95, (u14-1) and
7§,t71(u1:l—1) 2 Vg,tfl(ulil—l)

where the symbol & denotes the concatenation of an alignment and a token.
Time index t and block index b have the same ranges as in the forward
probability scheme. Each alignment is associated with its corresponding
forward probability: Aat(um) ~ 75 ¢(u1.) and A;t(ul;l) ~ %it(um). At
each time step, the alignment is extended from the preceding alignment
associated with the highest forward probability. The glue between blocks is
maintained analogously forward probabilities:

.AIE),TC (urg) = AIE)—LTb—TC (u1.;) and A;TE (u14) = Ai_l,Tb_Tc (u1.),
as well as the initial values, that are:
Af 1 (u1:0) = 0 and Af 1, (u1.0) = 0.

Combining the time alignment computation scheme in Egs. (9)-(11)
with Eq. (5), we define a recursive scheme for the AED probabilities.
Let

Ot (u11) = Papp({ay 1411 —1. b2 a1t | { e 1.1, Yo y),

then

¢gt(u1:l)7 7515(“/1:1) P Yy t(ul:l)
2 =1% : : , 12
Fusliiad) {¢Z,t(u1:l)’ Voo (ura) <5 (uaa) (12
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¢le; t_l(ul:l) -1 : £ :
Fo(urg) =4 0 : : (13)
! ¢b,t71(u1:l) -1 ”Yb,tq(ul:l) <Ypu—1(ura)

¢§,t—1(u1:l)'1a Vbt 17( upg) = Vbt (:ul:l_l) and
Vo,e—1(ur) 2 751 (wra-1)
d);t(ul:l) _ d)g,t—l(ulil*l)' 'th l(ull)<7€b,t 1(u13-1) and (14)

PAED(Ul|aZ,1:t—17 hy 1m,) V5o (ura-1) 2 ’yg,t—l(ulilfl)

¢g,t71(ul:l—1) ' 7§7t71(u1:l) < Vs,tfl(ul:l—l) and
PAED(ul|alé),1:t717 hy 1.1,) Vo,t—1(ura—1) = ’}’Eb,t,l(uu—l)

where af ;. , and af,, , are obtained as the last ¢ — 1 elements of
Aj o (u—1) and Af ;1 (ui—1), respectively. Again, for the glue between
blocks

¢Z,Tc(u1:l) = (ble)fl,beTC (u1.1) and ¢§,TC (u14) = ¢b 1,Ty—T. (u1:1),

and the initial values are:
¢§,TC,(U1:0) =1land Qﬁ,TC (u1:0) = 1.

The final decoding procedure is described in Algorithm 1. It is almost
classic i-sync decoding procedure Eqs. (6)-(8). It differs only in special
procedure for AED score estimation, which is built on Egs. (12)-(14). AED
score estimation is the proposed novel part of i-sync decoding and is presented
in Algorithm 2.

At each step of Algorithm 1, a hypothesis set {2, ; is formed by
expanding the hypotheses from the previous step. The forward probabilities of
the hypotheses are calculation along with expansion. At the end of each step
the full score Py +(u1.) is calculated. After the final step, the best hypothesis,
denoted B, is obtained.
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Algorithm 1. Blockwise input-synchronous decoding

34:

D h+ ArgMaXpeqp 1

2 Qo + {{}} > initialize with empty hypothesis
25, (1) < L5, ({3) < 0
Lo p, (1) 1 6f 0 (1) « 1
:forb=1,...,Bdo
fort=1+4+1T,,...,T, — Tc do

Qb,t — @

forg € Qp¢—1 do

fora € U U {e} do

if a = € then
+ —
'Vzit(g) <~ PCTC(a‘ht) : (7§7t,1(9) + ’Yzit71(g))

U < {g}

continue
end if
h—g®a > build a new hypothesis h by concatenating g and a
if a = g_1 then > g—1 is the last symbol of g

- + —
75.:(9) ¢ Perc(alhe) -5, (9)
c +
’ylj,t(h) < Pcre (alht) . 7;775_1(9)
else
— + —
’yg,t(h) — PCTC(a|ht) . ('Y[;tfl(g) +7§7t,1(g))
end if
if h ¢ Qp 11 then
+ —
76 (1) & Porc(elhe) - (v oy () + 7,y (1)
— + —
7E (1) € Perc(alhy) -~5,_y (h)
end if
Q.0 < {h}

end for

end for

for h € 2 ¢ do > score the hypothesis set
¢p,¢(h) < AEDScoreEstimation(h)
Py i(h) = (75 1 (B) + 75 1 (R)) - (¢0,6(R))

end for

Qp ¢ < Pruning(Qp +) > prune the hypothesis set

for h € 4 ; do > initialize values for the next block
7§+1,Tc (h) « ’YEaTb_Tc (h); 71§7+1,Tc (h) + 'Ylin—Tc (h)
Gpy1,1, () = b 1y, (R); Gy o, (B) = & 1y, ()

. Pp1,-T. (h)

Te
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Algorithm 2. AED score estimation for blockwise input-synchronous decoding

cif g, 4 (h) 295, (h) then

Af,,t(h) — .Ag_’til(h) €

85, (h) & ,_, (1)
else

A;t(h) — ‘Ale;,tfl(h) €

85, (h) &5 ,_, (1)
end if

cif g, g (h) <, 1(9)org 1 (h) <75, ,(g) then

if '7;71571(9) = 'Y;tfl(g) then

Ag,t(h) - Ag,t—l(g) sa

az,l:t—l «+ lastt — 1 frames 0fA§7t71

¢g,t(h) < ¢5,1(9) - Paep(alaj ,, 4, hp1:1,)
else

-’4;,15(}7’) — -Ag,tfl(g) ta B

aijlttil — lailst t — 1 frames of Ailt—l

65 o(h) 65 ,_1(9) - Pagpl(alal 1,y hy 11,
end if

: else

Alé;,t(h) = 4§,t—1(h) ta
65, (h) < 6, (h)

: end if
if 5§, (h) = E ,(h) then

Go,1(h) < 65, (h)

: else

B0,1(h) 65 ,(h)

: end if

2.4. An optimization of the blockwise scoring computation scheme.
In a real-world implementation of the proposed scheme for a Transformer-based
CTC-AED model, the two model states are stored for each hypothesis h. A
model state typically includes a key-value cache for each attention layer in
the decoder, requiring a significant amount of memory. This key-value cache
contains precomputed values for each token in the history. The first state
corresponds to the history in A;t (h), and the second corresponds to the history
in A ;(h) (Eq. (14)). This can be optimized by keeping only one state per

hypothesis.
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The alignment backtracing can be simplified to maintain only a single
alignment per time step, as follows:

g,t(ulil)7 Vs, : , :
Ap 1 (ur) = ) , (15)

lé),t(ulzl)a Vo, (ura) < 'Ylf,t(ulzl)
Az,t(ul:l) = Api—1(ug) @e, (16)

Ap i1 (u1) S wy, Yo,4—1(u1:1) = 75 41 (u14-1) and

e Vo,e—1(wi) = 75 41 (wra-1)
Ap i (ura) = .(17)
‘Ab’tfl(ulzlfl) @ i, ’)’bt 1( l) < vbt 1(ull 1) or

%t V() <5 (uaa-1)

Substituting of Eq. (15) into Eq. (16) yields Eq. (10), therefore,
in this respect, the two alignment schemes are the same. Meanwhile,
substituting Eq. (15) into Eq. (17) produces a result different from Eq. (11).
When ’Ylit—l(ul:l) = ’yg,t—l(ul:l—l) and 'ylit—l(ul:l) P ’V;t_l(ul:l—l) but
YVop—1 (1) <51 (w1a) the Aj ,_; (u1.) is chosen for extension instead of
Ai,tq (u1.). This situation leads to token duplication but is considered to be
very rare.

For this simplified alignment, an approximate AED score computation
scheme is defined as follows:

(bb,t(u:[;l) _ {d)gt(ul:l)a ’Yb,t(ul:l) i’y t(ulzl) , (18)

¢§7t(u1:l) _ qsé,t—l(ul:l) . ].7 P)Ilf,t—l(ulzl) > ’Ylit—l(ulzl) , (19)
pa1(ur) - L g g (uaa) <95 ,-q (w1a)
¢l§,t—1(u1¢l) '17 'Vbt 1(u1l) ’th 1(U11 1) and
e Voo—1(ur) = 75 4 (Ur4-1)
Oalurn) = E (20)
¢b,t71(ulil—1) ’ ’Yb t— 1(u1 l) < ’Yb,t71(ulzl—1) or

Pasp(wlapt—1,hp1.m,) V5,1 (wia) <54 (vra-1)
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where ap 1,41 is obtained as the last t — 1 frames of Ay ;—1(u1.—1). Within
this scheme, only one model state needs to be stored, corresponding to the
history in Ay ;.

The simplified estimation for AED score, based on Egs. (18)-(20), is
described in Algorithm 3.

Algorithm 3. Simplified AED score estimation for blockwise input-synchronous
decoding

L2 if 75, (h) > 75, (h) then

2 Ap,i(h) = Aps—1(h) - €

3 ®b,t(R) < @p,t—1(h)

4: else

5 ifyp, (h) =5, 4 (9)andyg, (k) =75, (g) then
6 Apt(h) < Ap—1(h) - a

7 ®b,t(h) = dp,t—1(h)

8

9

else
Ap,i(h) = Api-1(g) -a
10: ap,1:4—1 < lastt — 1 frames of Ay, 11 (g)
11: ®p,t(h) < ¢p,t—1(9) - Parp(alap,1.¢—1,hp 1.7,)
12: end if
13: end if

3. Experiments. This section presents a study of the proposed
algorithm in different scenarios and conditions with the previously trained
CTC-AED model. The first part describes the data used and the details of the
CTC-AED model training. The second part presents the results of algorithm
evaluation.

3.1. Experimental setup. For algorithm evaluation, a CTC-AED
model was trained in-house using the EspNet toolkit [22]. The model consists
of 12 UCONV-Conformer encoder blocks [23] and 6 Transformer decoder
blocks [10]. Each block, in both the encoder and decoder, uses 8 attention
heads, has a hidden dimension of 240 and a linear layer width of 1024. The
total number of parameters in the model is 30 million. The model was trained
for 100 epochs using the joint CTC-AED loss [8], the Adam optimizer, and
a weight decay of le-6. A warm-up schedule [10] with a peak learning
rate of 0.002 achieved at 15th epoch was applied. The acoustic features are
80-dimensional mel-scale log filter banks, calculated using a 25ms window
and a 10ms shift. The model was trained to predict positional graphemes as
target tokens.

The training dataset comprises approximately 540 hours of in-house
Russian speech data collected from various domains. The model was evaluated
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on six in-house test sets, also from diverse domains, all with a 16 kHz sampling
rate. These test sets differ in their source and, consequently, their acoustic
environments. The details and statistics of the data used are presented in
Table 1. Most utterances in the training datasets are approximately 30 seconds
long. The test datasets were selected to provide a variety of input lengths.

Table 1. Domain and amount of experimental data

Dataset Domain ~ Num. samples Duration

Total,h  Mean,s Min,s Max,s
Train Mixed 60494  540.12 32.14 1.00 116.47
TS1 Mid-field, noisy 1125 2.15 6.87 3.10 15.00
TS1 Far-field, quiet 180 1.63 32.53 16.86 38.30
TT1 Telephone 415 3.17 27.50 2.14 30.00
TT2 Telephone 30 1.07 128.46  60.84 278.82
TT3 Telephone 104 4.03 139.34 19.00  488.69
TT4 Telephone 86 2.20 92.07 947  497.66

For decoding, a C++ implementation of the proposed algorithm was
used. It incorporates the optimization described Section 2.4 and is therefore
defined by Algorithms 1 and 3. Pruning in Algorithm 1 is implemented by
retaining a fixed number of the best hypotheses. The number is referred to as
beam size.

3.2. Results of evaluation. The first series of experiments were
designated to estimate the model performance in terms of WER in non-
streaming scenario. The results are presented in Table 2. A significant
difference is observed between short-form datasets (TS1, TS2, TT1) and
long-form datasets (TT2, TT3, TT4). For long-form datasets, the best WER is
achieved at lower values of a, which suggests that AED predictions are not
highly relevant for this case, especially for TT4. This is attributed to the poor
ability of the AED model to generalize to audio that is long relative to the
training dataset [11].

The second series of experiments estimates the model’s WER in the
blockwise streaming scenario. The block size was chosen to be 30 seconds,
which is consistent with the train dataset. The results are shown in Table 3.
A WER reduction of 2-2.5% (absolute) is observed for the long-form test
datasets. The proper block size during decoding allows avoiding the long-
form generalization issues. The WER on short-form datasets is close to the
non-streaming scenario.

In addition, the optimal « values for all datasets are close to each other
and grouped around 1.2-1.4. Thus, there is no need to tune « for long-form
and short-form scenarios separately.
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Table 2. WER in the non-streaming scenario as a function of «.. This corresponds to
the case, where T}, equals the length of the input audio. The bottom row shows the best
WER for the given dataset achieved across all evaluated values of «

a| TSI TS2 TTl TT2 TT3  TT4 | Mean
00 | 36.64 41.63 3327 2404 2339 4154 | 33.42

04 | 33.04 38.68 30.61 21.87 2230 36.76 | 30.54
0.6 | 3222 3845 30.09 22.06 2331 3848 | 30.77
0.8 | 31.85 38.14 29.69 2291 2499 3949 | 31.18
1.0 | 31.88 37.80 2947 2337 27.10 40.77 | 31.73
1.2 | 31.58 37.77 2932 2567 2979 42.10 | 32.71
14 | 31.38 37.86 2932 2821 32.67 43.94 | 33.90
1.6 | 3146 3837 2943 3024 3581 45.60 | 35.15
1.8 | 31.30 3928 29.66 3278 38.78 47.38 | 36.53

best ‘ 31.30 37.77 2932 21.87 2230 36.76 ‘ 29.89

Table 3. WER in streaming scenario with the proposed algorithm. 73 = 30s,
T. = 1 s. The bottom row shows the best WER achieved across all evaluated values
of o

a| TSI TS2 TT1 TT2 TT3  TT4 | Mean
0.00 | 36.60 42.54 3345 2278 2292 3898 | 32.88

0.40 | 32.68 39.16 3037 20.77 21.14 3642 | 30.09
0.60 | 31.79 3873 2996 2043 20.86 35.80 | 29.59
0.80 | 31.31 3871 29.67 2021 2054 3536 | 29.30
1.00 | 31.29 3855 2945 1997 2036 35.16 | 29.13
120 | 31.10 38.69 2939 19.65 20.18 3499 | 29.00
1.40 | 31.01 3875 29.25 1936 20.06 34.91 | 28.89
1.60 | 30.75 3942 2932 1979 1999 35.14 | 29.07
1.80 | 30.84 41.18 29.79 1957 19.89 3531 | 29.43

best ‘ 30.75 38,55 2925 1936 19.89 3491 ‘ 28.79

The third series of experiments investigates the dependence of WER on
context size T, and block size T},. The results are presented in Tables 4 and 5.
The model without contexts, i.e., without overlap between blocks, performs,
on average, 0.5-0.6 % worse, compared to a model with a context of 1 second.
Overlap helps to mitigate negative effects at block edges. Increasing contexts
beyond 1 second does not have a noticeable effect on performance. Decreasing
the size of a whole block leads to WER performance degradation. However,
there is a trade-off between WER and computational cost, as the encoder and
decoder have quadratic time and memory complexity with respect to the input
length. For example, decreasing the block size from 30 to 20 seconds results
in a noticeable speed-up at the cost of a 0.5 % WER degradation.
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Table 4. WER for the streaming scenario with the proposed algorithm as a function of
T, (measured in seconds). The block size is fixed at T, = 30 seconds. The AED
weight is fixed at o = 1.2

Te TS1 TS2 TT1 TT2 TT3 TT4 ‘ Mean

00 3158 3894 2932 2094 2071 3627 | 29.63
04 3124 3876 29.02 20.11 2020 35.19 | 29.09
1.0 31.10 38.69 2939 19.65 20.18 3499 | 29.00
20 3109 38.65 29.14 1973 19.85 34.89 | 28.89

Table 5. WER for the streaming scenario with the proposed algorithm as a function of
Ty, (measured in seconds). The block context size is fixed at 7. = 1 second. The AED
weight is fixed at o = 1.2

Ty TS1 TS2 TT1 TT2 TT3 TT4 Mean

30.00 31.10 38.69 2939 19.65 20.18 3499 29.00
26.00 31.14 3896 2944 19.87 2023 3492 29.09
20.00 31.69 3925 29.80 20.51 20.06 35.12 2941
0.0 31.58 3894 2932 2094 20.71 3627 29.63
8.00 3325 40.75 3134 2834 2098 3695 3194

Table 6 demonstrates WER, achieved with the proposed algorithm in
different scenarios, in comparison with the baseline non-streaming o-sync'
and i-sync? decoding algorithms from EspNet toolkit.

Table 6. Comparison of the proposed algorithm (in different modes) with the
non-streaming decoding algorithms from EspNet in terms of WER. The AED weight is
fixedat o = 1.2

Decoding | TS1 TS2 TT1 TT2 TT3  TT4 | Mean

EspNet O-Sync,
non-streaming
EspNet I-Sync,
non-streaming

39.58 38.94 31.14 2941 33421 4470 | 36.20

3479 3834 2940 26.79 30.37 4491 | 34.10

Proposed, non-streaming
(T, =inf, T, =0s)
Proposed, streaming

(T, =30s, T. =05s)
Proposed, streaming

(Ty, =30s, Te =15)

31.58 37.77 2932 2567 29.79 4210 | 32.71

3130  38.92 2932 2051 20.50  36.06 | 29.47

31.10 38.69 2939 19.65 20.18  34.99 | 29.00

Uhttps://github.com/espnet/espnet/blob/v.202412/espnet/nets/beam_search.py
Zhttps://github.com/espnet/espnet/blob/v.202412/espnet/nets/beam_search_timesync.py
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All algorithms were run with similar settings and the same beam size
of 15. In the non-streaming scenario, the proposed algorithm is close to the
EspNet i-sync decoding, since they follow the same decoding scheme and
differ only in implementation details. This also confirms the correctness of the
studied algorithm’s implementation.

4. Conclusion. This paper proposes a novel blockwise input-
synchronous (i-sync) decoding algorithm for the CTC-AED model. In contrast
to alternative streaming algorithms, it inherently supports arbitary-length
overlap between blocks and requires no modifications to the CTC-AED
architecture or its training procedure. The presented experiments show that the
proposed algorithm is able to retain WER performance close to non-streaming
scenario on short-form test datasets and performs significantly better on
long-form test datasets, thereby avoiding the length generalization problem. It
is also shown that overlap has a positive effect on WER, leading to an average
decrease of 0.5% and up to 2% in a long-form scenario.

References

1. Trentin E., Gori M. A survey of hybrid ANN/HMM models for automatic speech
recognition. Neurocomputing. 2001. vol. 37. no. 1-4. pp. 91-126. DOI: 10.1016/S0925-
2312(00)00308-8.

2. Graves A., Fernandez S., Gomez F., Schmidhuber J. Connectionist temporal classification:
Labelling unsegmented sequence data with recurrent neural networks. Proceedings
of the 23rd international conference on Machine learning. 2006. pp. 369-376.
DOI: 10.1145/1143844.1143891.

3. Graves A., Mohamed A.-r., Hinton G. Speech recognition with deep recurrent neural
networks. IEEE International Conference on Acoustics, Speech and Signal Processing.
2013. pp. 6645-6649. DOI: 10.1109/ICASSP.2013.6638947.

4. Chorowski J.K., Bahdanau D., Serdyuk D., Cho K., Bengio Y. Attention-based models for
speech recognition. Advances in neural information processing systems. 2015. vol. 28.
5. Prabhavalkar R., Rao K., Sainath T.N., Li B., Johnson L., Jaitly N. A comparison of

sequence-to-sequence models for speech recognition. Proceedings of Interspeech. 2017.
pp- 939-943. DOI: 10.21437/Interspeech.2017-233.

6. Li B., Pang R., Sainath T.N., et al. Scaling end-to-end models for large-scale multilingual
ASR. IEEE Automatic Speech Recognition and Understanding Workshop (ASRU). 2021.
pp. 1011-1018. DOI: 10.1109/ASRU51503.2021.9687871.

7. Kanda N., Ye G., Gaur Y., Wang X., Meng Z., Chen Z., Yoshioka T. End-to-end speaker-
attributed ASR with transformer. Proceedings of Interspeech. 2021. pp. 4413-4417.
DOI: 10.21437/Interspeech.2021-101.

8. Watanabe S., Hori T., Kim S., Hershey J.R., Hayashi T. Hybrid CTC/attention architecture
for end-to-end speech recognition. IEEE Journal of Selected Topics in Signal Processing.
2017. vol. 11. no. 8. pp. 1240-1253. DOI: 10.1109/JSTSP.2017.2763455.

9. Yan B., Dalmia S., Higuchi Y., Neubig G., Metze F., Black A.W., Watanabe S. CTC
alignments improve autoregressive translation. Proceedings of the 17th Conference of the
European Chapter of the Association for Computational Linguistics. 2023. pp. 1623-1639.
DOI: 10.18653/v1/2023.eacl-main.119.

10. Vaswani A., Shazeer N., Parmar N., et al. Attention is all you need. Advances in Neural
Information Processing Systems (NIPS 2017). 2017. vol. 30.

170  Undopmaruka u asromarusauus. 2026. Tom 25 Ne 1. ISSN 2713-3192 (nieu.)
ISSN 2713-3206 (onnaiiH) www.ia.spcras.ru



ARTIFICIAL INTELLIGENCE, KNOWLEDGE AND DATA ENGINEERING

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

Chiu C.-C., Han W., Zhang Y., et al. A comparison of end-to-end models for long-form
speech recognition. IEEE Automatic Speech Recognition and UnderstandingWorkshop
(ASRU). 2019. pp. 889-896. DOI: 10.1109/ASRU46091.2019.9003854.

Varis D., Bojar O. Sequence length is a domain: Length-based overfitting in transformer
models. Proceedings of the 2021 Conference on Empirical Methods in Natural Language
Processing. 2021. pp. 8246-8257. DOI: 10.18653/v1/2021.emnlp-main.650.

Chiu C.-C., Raffel C. Monotonic chunkwise attention. arXiv preprint arXiv:1712.05382.
2017.

Tsunoo E., Kashiwagi Y., Kumakura T., Watanabe S. Towards online end-to-end
transformer automatic speech recognition. arXiv preprint arXiv: 1910.11871. 2019.
DOI: 10.48550/arXiv.1910.11871.

Miao H., Cheng G., Zhang P., Yan Y. Online hybrid CTC/attention end-to-end automatic
speech recognition architecture. IEEE/ACM Transactions on Audio, Speech, and Language
Processing. 2020. vol. 28. pp. 1452-1465. DOI: 10.1109/TASLP.2020.2987752.

Miao H., Cheng G., Gao C., Zhang P., Yan Y. Transformer-based online CTC/attention
end-to-end speech recognition architecture. IEEE International Conference on
Acoustics, Speech and Signal Processing (ICASSP 2020). 2020. pp. 6084-6088.
DOI: 10.1109/ICASSP40776.2020.9053165.

Inaguma H., Mimura M., Kawahara T. Enhancing monotonic multihead
attention for streaming ASR. Proceedings of Interspeech. 2020. pp. 2137-2141.
DOI: 10.21437/Interspeech.2020-1780.

Moritz N., Hori T., Le J. Streaming automatic speech recognition with the transformer
model. IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP 2020). 2020. pp. 6074-6078. DOI: 10.1109/ICASSP40776.2020.9054476.
Tsunoo E., Kashiwagi Y., Watanabe S. Streaming transformer asr with blockwise
synchronous beam search. IEEE Spoken Language Technology Workshop (SLT). 2021.
pp. 22-29. DOI: 10.1109/SL.T48900.2021.9383517.

Tsunoo E., Narisetty C., Hentschel M., Kashiwagi Y., Watanabe S. Run-and-back stitch
search: Novel block synchronous decoding for streaming encoder-decoder ASR. IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP 2022).
2022. pp. 8287-8291. DOI: 10.1109/ICASSP43922.2022.9747800.

Zeineldeen M., Zeyer A., Schluter R., Ney H. Chunked attention-based encoderdecoder
model for streaming speech recognition. IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP 2024-2024). 2024. pp. 11331-11335.
DOI: 10.1109/ICASSP48485.2024.10446035.

Watanabe S., Hori T., Karita S., Hayashi, T., Nishitoba, J., Unno, Y., Enrique Yalta
Soplin, N., Heymann, J., Wiesner, M., Chen, N., Renduchintala, A., Ochiai, T. ESPnet:
End-to-end speech processing toolkit. Proceedings of Interspeech. 2018. pp. 2207-2211.
DOI: 10.21437/Interspeech.2018-1456.

Andrusenko A., Nasretdinov R., Romanenko A. Uconv-conformer: High reduction of
input sequence length for end-to-end speech recognition. IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP 2023-2023). 2023. pp. 1-5.

Lezhenin Iurii — PhD student, Speech and NLP Research Group, Institute of Computer Science,
Peter the Great St. Petersburg Polytechnic University (SPbPU); Leading researcher, ASR team,
Speech Technology Center LTD. Research interests: machine learning, digital signal processing
(DSP), speech processing. The number of publications — 24. yurij.lezhenin @ gmail.com; 29B,
Polytechnicheskaya St., 195220, St. Petersburg, Russia; office phone: +7(905)265-9788.

Informatics and Automation. 2026. Vol. 25 No. 1. ISSN 2713-3192 (print) 171
ISSN 2713-3206 (online) www.ia.spcras.ru



WCKYCCTBEHHbBII MHTEJJIEKT, MTHXKEHEPUS JIAHHBIX U 3HAHUI

Bogach Natalia — Ph.D., Associate professor, Speech and NLP Research Group, Institute of
Computer Science, Peter the Great St. Petersburg Polytechnic University (SPbPU). Research
interests: digital signal processing (DSP), speech processing, linguistics. The number of
publications — 29. n.v.bogach@gmail.com; 29B, Polytechnicheskaya St., 195220, St. Petersburg,
Russia; office phone: +7(905)265-9788.

172  Undopmaruka u asromarusaums. 2026. Tom 25 Ne 1. ISSN 2713-3192 (nieu.)
ISSN 2713-3206 (onnaiiH) www.ia.spcras.ru



ARTIFICIAL INTELLIGENCE, KNOWLEDGE AND DATA ENGINEERING

YIK 004.934 DOI 10.15622/ia.25.1.5

I0.1. JIEXEHVH, H.B. borau
BJIOYHBIN AJITOPUTM JEKOIUPOBAHUA
C CI/IHXPOHI/I?,AIII/IEﬁ 1O BXOOay NJIA CTC-AED CUCTEM
PACIIOBHABAHNU A PEUN

Jlexcenurn FO.H., bozau H.B. BJIOYHBIA aJropuTtM [IeKOAVMPOBAHUS € CHHXPOHHU3ALUeN
no Bxoay st CTC-AED cucrem pacno3HaBaHusi peyn.

AmnnoTamust. /17151 paboTHI B peaIbHbIX YCJIOBUSIX OT CUCTEM aBTOMATHIECKOTO PACTIO3HABAHHUSI
peun TpedyeTcsi 00eceynBaTh CTAOWIBHYI0 TOYHOCTh PACIIO3HABAHKSI IIPU 00pabOTKE BXOIHOIO
ay[MOIOTOKA HPOU3BOJILHON [UIMHBI B YCIIOBHSIX OrPAHMYCHHBIX BBIYKCIUTENILHBIX PECYPCOB.
OO6beqMHeHHas MOJIE/Ib U3 KOHHEKIIMOHUCTKON TeMITOpaJIbHOM Ki1accuuKkarmu (connectionist
temporal classification, CTC) ¥ KOAMPOBIIMK-JEKOIAUPOBIIMKA C MEXaHM3MOM BHHMaHHUS
(attention-based encoder-decoder, AED) obGecnieunBaioT BHICOKOE Ka4yeCTBO pAclO3HABAHUS,
HO MCXOJHasi BEPCUsI MOJICJIM HEe YJOBJETBOPSIET JaHHBIM TpeOOBaHMSM. B JaHHOII cTaThe
HpeiIaraeTcst arOpUTM OJIOYHOTO JAeKOAMPOBAHUS C CHHXPOHU3ALHEH 110 BXOAY AJIsi COBMECTHON
mozenun CTC-AED. AnroputM o0pabaThiBaeT MepeKpblBAONIHeCs] OJOKHA ayJu0 CHHXPOHHO
OTHOCHTE/IBHO BXOIHOW MOC/IE/IOBATEIBHOCTH NMPU3HAKOB, Hcnonb3yst CTC-BbipaBHUBaHHE
JUISl ONpeJiesieHns COOTBETCTBYIOILEr0 KOHTEKCTa Ha MepekphiBatolieMcst yyactke s AED
JeKOAMPOBIIMKA. PUKCHPOBaHHAS ATMHA GJI0KA 00ECTIeYNBACT MIPEeJCKa3yeMoe M OrPaHHYCHHOE
MOTpeOJIeHHEe PeCypCoB 1 MO3BOJIsIeT n30exarh NpodeM ¢ 0000IeHHEM Ha JJIMHHBIX PEUeBBIX
CEerMeHTax, B TO BpeMsl Kak MepeKphITHe OIOKOB CHUKACT YXY/IICHHE KaueCTBa PaClo3HABaHMUsI,
BBI3BAHHOE KpaeBbIMH 3((eKTaMH Ha IpaHMIIaX OJIOKOB. B oTimume oT Opyrux aaropurMoB
nexonuposanusi st CTC-AED, npeIioXeHHbIA aliroputM He TpeOyeT HH MOAMU(UKAIMU
apXUTEKTYPbl MOZIEJIM, HU CIIELIUATLHO IIPOLieIyphl 00yUeHHUs, 1, B TO ke BpeMsl, IIOAEPKUBAET
nepekphbiThe OJI0KOB. B paboTe Takxke McclieayeTcsi NPOU3BOAUTEIBHOCTb MPEIOKEHHOTO
IFOPUTMA C TOYKHU 3PEHHUsI JOJIH CIIOBECHBIX ombok (word error rate, WER) B 3aBUCHMOCTH OT
pasmepa GJIOKa U pa3Mepa HepeKpbITHS.

KuroueBble cJioBa: IOTOKOBOE PAaCIO3HABaHUE PEyH, OJIOYHOE JAEKOAUPOBAHHE, CKBO3HBIE
monem, AED, CTC.
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H.IT. KOJIMAKOB, A.H. TOJIVBUHCKHIA
OHEHKA“BJII/IHHI/IH BUTHOCTHU YUCEJI C HJIABAIOIIIEI71
3AIIATOU HA TOYHOCTD PACIIO3BHABAHMUS TUKTOPOB

Konmakos H.II, Tonybunckuii A.H. OueHka BJIMSIHMSI GMTHOCTH 4YMCeJ C IJIaBaKowiei
3aNsTOl HA TOYHOCTH PACIIO3HABAHHUS IHKTOPOB.

AHHOTanusi. B craTthe NPOBOAUTCS aHAIU3 M3MEHEHMS TOYHOCTU PACIO3HABAHMSA
JMYHOCTU MO TOJOCY IPH BBIICICHUM PA3HOTO KOJIMYECTBA OUT HA YHCIO C IUIABArOIIeH
3ansAToi (KBaHTOBAaHHME) BBIXOJHOIO TEH30pa HEWPOHHOH ceTH. TeH30p XapakTepusupyer
CKpBITOE IPOCTPAaHCTBO HEHPOHHOW CETH, KOTOPOE COJEPKHUT CKPBITBIE IIPU3HAKH,
HCTIONb3yeMble IIPU PEIICHUH 3aJa4d PACIO3HABAHUS JUKTOPOB. OOBIMHO, Ha KaXKIO0E€ UHCIIO
BBIXOJJHOTO IIPOCTPAHCTBA BBLICIACTCS TPUALATH ABA OuTa (BBIXOJHOU TEH30p, UCCIETYEMBIX
METOJIOB COZIEPKUT 512 4ucen), HO3TOMY ISl MOAAEPIKKU ITOCTOSIHHO aKTyalu3upyeMoi 0a3bl
JaHHBIX TpeOyercst OOJbLIOE KOJNMYECTBO MaMsTH. M3-3a 3TOro, o0coOblli HHTEpec
MPEACTAaBISIET TUI YHMCEN C IulaBaromieil 3amsToii — minifloat, mo3Bonsronmii padoratb ¢
YHCIICHHBIM TIPEICTABICHHUSIMH, HAa KOTOPbIE BBIICISIOTCS BOCEMb, IIECTh WM YETHIpe OHTa.
Jlnst obecrieueHHs IOIHOTHI PE3YyNbTATOB HCCICIOBAHMS, BBHIOpaHBI TPU HEHPOCETEBBIX
pelIeHus], MOKa3bIBAIONIME JIYYIIHE pPe3ylbTaThl DPAcHO3HABAHHSA Ha TECTOBOH BBIOOPKE:
CAM++, WavLM, ReDimNet. Mogenn o001a1af0T yHHKadbHBIMH —apXUTEKTYPHBIMH
0COOEHHOCTSIMH, UTO IO3BOJISIET OLCHUTH H3MEHEHHE TOYHOCTH PACIIO3HABAHUS JUKTOPOB IIPU
YMEHBIICHUH OUTHOCTH B 3aBUCUMOCTU OT HCIOJIB3YEMOTO THIA apXUTEKTYphl HEHPOHHOH
cetd. TOYHOCTH pacHO3HABAaHHsI OLEHMBACTCS C IIOMOIIBIO TOYKH IEPECEUeHHUs] OMHMOOK
MIepBOro M BTOPOro poza. IIpu mpoBeneHHH OLEHKHM TOYHOCTH PACIIO3HABAHUS HCIOIb3YeTCs
aHMIosA3bIuHbI  Habop gaHHbix VoxCeleb-1, mo XapakTepuCTHKaM  COIEPIKAIUXCS
ayauo3anuceil  COOTBETCTBYeT HEOONbLIOW 0aze JaHHBIX OHOMETPHYECKOH CHCTEMBL
AKTyaJIbHOCTb TIPEJICTaBICHHOT0 MaTepuaia oOyCIOBIEHAa BO3PACTAIONIMM KOJINYECTBOM
Hay4HBIX paboT, KOTOpBIE MPEUIAral0T UCIIOIb30BaTh IOJ0OC B KaueCTBE BEPU(PUKALHOHHOIO
ximoda. Iloaromy, mpu pabore ¢ GONBIIMM HaOOpPOM OMOMETPHYECKHX ITAHHBIX HEOOXOIUMO
BBIIEJIATE OONbIIHe 00BEMBI ITAaMATH KaK Ha )KECTKHX Auckax, Tak u O3Y. CoBpeMeHHBIE 6a3bl
JAHHBIX TIOCTOSHHO aKTyalH3UPYIOTCS U PACIIHPSIOTCS, YTO HPHBOAUT K YBEIUUCHHIO
HEOOXOIMMBIX PECypcoB Ha €€ momiepxky. OIXHUM U3 BO3MOXKHBIX METOJOB PEIICHHS MOXKET
SBIIITBCS NPHMCHEHNE OIEpalliil KBAaHTOBAHMS K BBIXOZHOMY TEH30pY HEHPOHHOH CeTH.
OnHako, NPEeXKIEBPEMEHHOE YMEHBIICHHE KONMYECTBAa BBIACMSIEMBIX OHT Ha YHCIO B
BEIXOJHOM TEH30p€ MOXET IIPHBECTH K 3HAYUTENBHOMY YyXYIIICHHIO KadecTsa
pacro3HaBaHHs, OTHOCHTENBHO 0a30Boi Bepcunm cet. OCHOBHBIM  HalpaBieHHEM
HCCIIeIOBAHUS SIBIAETCS MUHUMU3ALMS PECYPCOB I MOIEPKKH OHOMETPHUYECKOH CHCTEMBI
0e3 IOIOJIHUTEIBHOTO 00yUeHHsI HSHPOHHOM CeTH.

KnioueBrble ciioBa: pacrio3HaBaHHE AUKTOPOB, HEHPOHHBIE CETH, YHCIA C IUIABAIOIIEH
3aIITOH, KBaHTOBAaHMUE.

1. BBenenne. PemenuneM 3ajmaud  pacrio3HaBaHMs — JMKTOPOB
HCCIIeI0BATeIN 3aHUMAIOTCST He OHO JecsitmiieTre. OHUM M3 OCHOBHBIX
KPUTEpUEB, IPEIbSBIIEMbIX OHOMETPHYECKOH  CHCTEME,  SIBIISIETCS
BBICTAaBJICHUE ONTHMAIBHOTO 3HA4YEHHs pEIIAIOIIero Mopora, KOTOPBIN
obecrieuynBaeT HU3KHE 3HAYCHUS OMIMOOK IMEPBOTO WM BTOporo poxa [1].
B mociexnee BpeMs Uit penieHus 3a1a4d aKTHBHO HCIIOIB3YIOTCS METOJBI,
Oasupyrolyecss Ha TEXHOJOTHMH MANIMHHOIO OOYYeHHs, YTO HETJIACHO
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CTaBUT JOTOJHHUTEIHHBIA KPUTEPUH — TPOBOAMTH paclo3HaBaHUE MPH
MHUHUMU3AIAA PECYpPCOB Ha TMOMIEPKKY 0a3bl NAHHBIX W BBITIOJTHEHHS
BerumciaeHui. OJHUM H3 BO3MOXHBIX METOJZOB pEIICHUsS TPOOJIEMBI
SIBIISIETCS BBIZICJICHHE MEHBINEr0 KOJMYeCTBa OWUT Ha YHCIa BBIXOJHOTO
TeH30pa HeWpoHHOH cetnm (dMOemmunar) [2]. Ilepen mnposeneHmeM
MaTeMaTHYECKUX OIepaluii ¢ YHCIaMH HEOOXOMMMO HX Ipeodpa3oBaTh
B OMHapHbIi By, OOWmenpuHATas METOAWKA OIKMCaHA B CTaHIapTe
IEEE 754 [3], onmHako, CyIIECTBYIOT Takue MeTonsl [4, 5], KoTopbie
OTIIMYAIOTCSl OT cTaHgapra (MOTOMY B HHMX MOTYT OTCYTCTBOBAThb
OeckoHeyHoCcTH W NaN, TOrja MaKCUMajJbHBIM WM MHUHUMAaJbHBIM
npeoOpa3oBaHHBIM YHUCIOM OyIeT SBJISATBCS BEPXHES WIA HIDKHEE
JIOMyCTAUMOE 3HAuYCHHE JOCTYIHOro jauamna3ona). [lpu dopmupoBaHuu

gucen BhImenseTcs Tpu Tmma Omt: S — 3HaKk (0 — ecmm 9mcno
MOJIOXKUTEIbHOE, | — ecnu ducio oTpumarenbHoe); E — skcmoHeHTa
(cMmeméHHAs SKCIIOHEHTa IBOMYHOIO 4Ymcia); M — MaHTHcca (OCTaTok
MaHTHACCHl ~ JBOMYHOTO  HOPMANM3UPOBAHHOTO  YHCIA). OO0t

MaTeMaTHIECKUH crmocod mpeoOpa3oBaHus IECATHIHOTO YHCIIa B OWHAPHBIN
Bun [3]:

F:(—I)SX2E_2(b_l)+lx(1+zﬂnjg (1)

rae b — KonumdyecTBo OMT, BBIAEIAEMBIX HA DKCIIOHEHTY; , — KOIMYECTBO
OWT, BBIICTSICMBIX HA MAHTHCCY.

B MammHHOM 00ydYeHUM HCHOJB3YIOTCS PAa3IMYHBIC TUIIBI YUCE C
miaBaronieit samaroii: float32, floatl6 u bloatl 6, oxBaTsIBaroIIKe OONBIION
nuamna3oH uucenl. OIHAKO, TOSBICHUE MOJEICH MAIIMHHOTO OOy4YCHHUS
KOJIMYECTBO IApaMETPOB, KOTOPBIX HACUYUTHIBACT JCCATKA M COTHHU
MUJIIHAPIOB MPUBEIIO K UCTOIB30BAHUIO 00JI€e MOIIHBIX BBIYHCIHTEIBHBIX
PECYpPCOB W K YBEIMYCHHIO BpPEMEHH OOydYeHHS, YTO SKBHBAJCHTHO
YAOpO’KaHUIO BCETO Tpoliecca Mccienoanus. Mcmonp3oBanue minifloat —
THUII YUCJIA C TUIABAIOILEH 3alsITOM, HA KOTOPBIM BBIJIENSIETCS BOCEMb, LLIECTh
WIA YeThlpe OWTa, MOXET OBITh, OJHHM U3 CIIOCOOOB y/CIIeBICHUS
mporiecca. Marematndeckuil Buj TpeoOpazoBaHHMs uucia B minifloat
npexactapieH B (2). [Ipu Hannumy 3Ha4ammx OUT B SKCIIOHEHTE [6]:

F=(=1)°x2" (1427 xM), )
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rae B — xommuectBo GuT, BBIIENECHHBIX Ha SKCIOHEHTY B SMOEIIMHTE;
72 — KOJIMUECTBO OWT, BBIJICJICHHBIX HA MAHTHCCY B SMOEIIMHTE.
[Tpu oTcyTcTBHM 3HAYAIIMX OMUT B HKCIIOHEHTE [6]:

F=(=1°x27x(0+27" xM). 3)

Omneparst KBAHTOBaHUSI MOXKET IPUMEHSETCA B TIpoliecce 00yueHu,
9TO TMO3BONsIET ObIcTpee o0O0y4aTh Mojenb. Hepenko KBaHTOBaHHE
MPUMEHSIOT B IIponecce MH(pEpPEeHca, YTO MO3BOJSIET 3aMyCKaTh MOJEIH C
OONBIIMM KOJWYECTBOM IapaMETpOB Ha MEHEE IPOM3BOAUTEIBHBIX
annapaTHbBIX CPEICTBAX, OTHOCUTENBFHO UCIIOIb3yEeMbIX Ha JTare 00y4eHHs.
B 3agaue pacno3HaBaHUs AUKTOPOB UCIOJIB3YIOTCS MOAETH C KOJINYECTBOM
o0y4aeMbIX IapaMeTPOB HCYUCISIEMBIMH JIECSITKaMH WM  COTHSIMH
MUJIJIMOHOB.  BBIXOJHOH  HOCHENOBAaTENBHOCTBIO  PACCMATPUBAEMBIX
HEHPOHHBIX ceTell sBJIeTCs] OAHOMEPHBII TeH30p ¢ AIHHOM 512, B KoTOpOM
Ha KaXIO€ YHUCIO BBIICNISETCS TpUAUATh jaBa Outa. B pabortax [7 —9]
UCcIeqyeTcss BO3MOXKHOCTH  COXPAHEHHWS TOYHOCTH  paclO3HABaHUS
JUKTOPOB TIPH CXATHH MOJENIN IyTEM KBAaHTOBAHUS BECOB HEHPOHHOM
cetu. Pesynbrarel, mpeicTaBiieHHbIE B paboTax, MOKA3bIBAIOT, YTO LIS
COXpaHEHMs NCXOJHBIX 3HAUCHHUH KauecTBa PACIO3HaBaHUs, KBAHTOBAHHBIC
CeTH NPOXOAAT depe3 dTanm JONOIHHUTENbHOro oO0ydeHus. I[lomoOHBIN
MOJXOJ OTPaHMYMBACT KOJIMYECTBO JOCTYIHBIX [UI HCIHOJB30BaHUSA
METOJIOB, T.K. HE BC€ OHM OONAgal0T MHCTPYKIMEH WM HEOOXOAUMBIM
KOJIOBBIM COIIPOBOKACHUEM Il MpoBeieHNs o0yueHus. IloaTomy, B cTaThe
paccMOTpEH BapHaHT OIEHKH W3MEHEHMs 3HAa4eHHI OMMOOK MEepBOTO U
BTOPOTO poOJa IPHU YMEHBIICHUH KOJIWYECTBA OHT, BBIACISIEMBIX HA YHCIIO
BBIXOJHOTO  TPOCTPAHCTBA  CETH,  ONMCHIBAIOUIETO  BHYTpEHHEE
NIPE/CTaBICHNE HEWpOHHOW ceTH. Mcronp3oBaHuWe dYHcen C MEHBLINM
KOJINYECTBOM OHT ITO3BOJIMT CYIIECTBEHHO COKPATHTh 00BEM 0a3bl JaHHBIX
¢ uH(popManen 0 TUKTOpax, 4TO B CBOIO OUEPEab YJICIIEBISET MOANEPKKY
Onomerpuyeckoil 6a3bl maHHBIX. Llenbro padoTsl sBisiercst onenka SOTA
HEIpOCEeTeBBIX METOMOB PACHO3HABAHUS JUKTOPOB U  HUCCIEAOBaHHE
BO3MOXXKHOCTH MWHHMH3AIMN PECYpCOB, TpPeOyeMBIX ISl TOCTOSHHOW
MOJJEPKKH ~ OMOMETPUYECKOM  CHCTeMBl  0€3  JONOJHHUTEIBHOTO
U TPYA03aTpaTHOTO 0OYyUEHHUST HEHPOHHOU CETH.

2. UcnoJib3yeMble THNBI 4YHceJ ¢ IUIaBalomieii 3amsatoii. s
paboTBl ¢ BHYTPEHHUM IIPEACTaBICHUEM HEHPOHHOH CETH HCHOJIb3YIOTCS
HECKOJIBKO THIIOB YHCEI C IUIABAIOLINX 3aISITOM.

Float32 (oguHapHasi TOYHOCTH / TIONHAs TOYHOCTH) — THIT YHCIIA
¢ mIaBaroledt 3amaroi, ompenenéH B cranmapre IEEE 754, xoropsiit
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COZIEP)KUT BOCEMb OUT Ha SKCIIOHCHTY W JBAJIATh TPH OMTAa HA MAHTHCCY.
Jlmanazon quce ¢ IUIaBaroIen 3aIITON HaXOJIUTCS Ha
oTpeske +3,4x10%%,

Floatl6 (monyTO4HOCTH) — THUN YHCIA C TUIABAIOIEH 3amsToM,
ompenenéH cranpapre IEEE 754, xoropblil conepXuT mnath OWUT Ha
9KCIIOHCHTY U JIECATh OUT HA MaHTHUCCY. J[Mama30H 4Kcelt, MOMEIIAFIIIXCS
B 3TOT THII, HAXOJUTCS Ha OTPE3KE +6,55x10%.

BFloat16 (brain floating point) — Tl 4nciia ¢ TIaBaIOIIEH 3aISITOM,
npexacrasineH i d¢dexruBaoro Beramcienus Ha TPU [10], xortopsrii
COJICPXKUT BOCEMb OHMT Ha SKCIIOHEHTY M CeMb OUT Ha MaHTHCCy. J(nana3oH
YHCEN JJIs1 SKCTIOHCHTHI MPAKTUYECKH YKBUBAIICHTCH OJJUHAPHON TOYHOCTH.

Float8 (ESM2 u E4M3) — Tunm uucina ¢ IJiaBarouieil 3amsTol,
minifloat, mpencraBnen B [6, 10, 11]. [Jms E5SM2 — nmana3oH uwcen
+5,73x10*. Jdna EAM3 — quanason umcen +4,48x10°.

Float6 (E3M2, E2M3) — Tum 4ucen ¢ IUIABAMONICH 3aIsiToOM,
minifloat, onucan B [10]. E3M2 — nuana3son uncen 128. E2M3 — quanason
yucen *7,5.

Float4 (E2M1) — Ttum ywmcen c maBaromed 3amstoir, minifloat

onucan B [6]. IlpuHumaeT mNATHAAUATL 3HAYCHUH Ha OTpE3KE 16.
[-6; -4; -3; -2; -1,5; -1; -0,5; 0; 0,5; 1; 1,5; 2; 3; 4; 6].

Ha ocHoBe ¢opmyn 1-3, mpejicraBieH mpumep MNpeoOpa3OBaHUs
YyHuClla U3 TOJHOW TOYHOCTH B minifloat ¢ BbimenaeHreM 4 OUT Ha YHCIIO
(E=2). Bo3bMéM umcio 4,5 (HaxoauTcst B JONYCTMMOM JIMANa3oHe YUCE
float4), B OWHapHON NOJHON TOYHOCTH TPEICTABISACTCS CICIYOIIUM
o0OpazoMm 0100,1, . O4eBUIHO, YTO MCXOAHOE YMCIO HAXOAUTCS MEXAY
IByMA JOMyCTHMBIMH 3HadeHwsmu: 4 (B=2, m=0) u 6 (B=2, m=1).
ITockonbKy, pa3HOCTH AOMYCTHUMBIX YHCET W UCXOAHBIM cocTaBisieT 0,5 u 2,
COOTBETCTBEHHO, TOTJAa HCXOJTHOE HYHCIO MPUMET TO 3HAaYeHHE, KOTOpOe
obnagaer HaMMEHBIICH pasHuned ¢ HuM, T.e. 4. [lo aHamoruu, wmcio 5
Oymer Tak ke mpeoOpa3oBaHo B uymciao 4; apyroe uucio 5,1 Oymer
npeodpa3oBaHo B 6. OcTanbHEIC MOIOKUTEIHHBIC YHCIA, KOTOPHIE BRIXOAAT
3a JMana30H JOMyCTUMOTO 3HAUCHHS TaK ke OyayT mpeoOpa3oBaHkI B 6.

3. TecroBblii Hadop ganHbIX. OIEHKAa BIMSHUS OWTHOCTH
9MOe/IMHra HEHPOHHOM CeTH Ha M3MEHEHHE OIIMOOK IEPBOTrO0 M BTOPOIO
pojia, MPOUCXOIUT HA AHTIOS3BIYHOM Habope danHbiXx VoxCeleb - 1 [12] —
CONIepXKHUT OoJice cTa THICAY ayAHO(aioB JUIsi CEMU ThICSY JUKTOPOB,
JUTMHA 3amucu Bappupyetcs oT 3 no 10 cekyHa, 4acToTa TUCKpPETH3AIUU
3ammuceit 16 x['m ¢ paspsmHOocThiO 16 Omt. s mpoBemeHHs mporiecca
BepuduKaum, pa3paboTunkaMu Jaracera COCTaBIICHBI Tapel
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ayauo3anucel, B KOTOPOM COYETArOTCS ayauodaiiabl TUKTOpa CaMUM C
co00if WM ¢ ApyruMH. DTOT HAOOp JAaHHBIX COCTOMT U3 TPEX HAOOPOB
VoxCeleb-E — comepxut 37611 mapy 3ammceir 6e3 ¢oHOBOro mIyma,
VoxCeleb-O — comepxxut 550894 mapsr 3ammcelr 0e3 (OHOBOrO mIyma,
VoxCeleb-H — comepxur 579818 map 3ammceid ¢ (OHOBBIM IITyMOM,
KOTOPBIIi ayrMEHTHPOBaH IOTyMaMH pa3HOro poma. B  Tabmume 1
NPE/ICTABIICHBI JaHHbIE O KOJMYECTBE NMaMsTH, TpeOyeMoW Ui XpaHeHHUS
BHYTPEHHHUX MPEACTAaBICHUI CETH ISl BCEX Map JUKTOPOB KaXXJ0ro Habopa
JAaHHBIX IMPHU UCHOJB30BaHUN PA3JIMYHBIX TUIIOB YHCEII. B CKO6KaX YKa3aHo
YHCII0, NTOKa3bIBAIOIIee Ha CKOJILKO, YMEHBIIMIOCH KOJIMUECTBO TPEOYeMbIX
MbB Ha XpaHeHHWE KBaHTOBaHHOW 0a3bl IAaHHBIX OTHOCHUTEIBHO IOJIHON
TOYHOCTH.

Ta6mmma 1. O6bpéM HabopoB nanHEIX VoxCeleb-1 mpu pasHoM THIIe Yucen
C IIABAIOIIEH 3aIIITON

Habops! maHHBIX
VoxCeleb-E, VoxCeleb-0O, VoxCeleb-H,
(MB) (MB) (MB)
Float32 73,46 1075,96 1132,46
Float16 36,73 (136,73) 537,98 (1537,98) | 566,23 (1566,23)
Float8 18,36 (155,09) 268,99 (1806,97) | 283,11 (]849,34)
Float6 13,77 (159,69) 201,74 (1874,22) | 212,34 (1920,12)
Float4 9,18 (164,28) 134,50 (1941,47) | 141,56 (1990,90)

4. Metoanka oumeHKHU. /{7151 OLEHKH CXOXKECTH MEXIy BBIXOJHBIMH
TEH30paMH HEHPOHHOW CeTH IO M IIOCJ€ YMEHBIICHHS KOJMYecTBa OHT
HCTIOJIb3YETCSl METPUKA KOCHHYCHOTO CXOJCTBA:

cos(a) =

‘ ’ “

Q

g
rae cos(a) — Ko3((UIMEHT KOCHHYCHOTO CXOACTBA; a , b — BEKTOpHOE

MPENCTaBICHUE JBYX ayauO3aIlice; ‘(1‘ , |b| — EBKJIMIOBAa HOpMa
BEKTOPOB; (g,b) — CKAISIPHOE IIPOU3BE/ICHUE.

Ornenka W3MEHEHMH TIoKazareliell KOA((HUIUEHTOB KOCHHYCHOTO
CXOJICTBA OCYLIECTBIISIETCS ITyTEM BBIYMCIICHHSI OLTHMOOK MEPBOIO M BTOPOTO
pola M paBHOBEpOSTHOW OWMOKM. MaremaTtuueckoe —oOIpeseseHue
IPEACTaBICHO!
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EER |p_rpn= FAR = FRR;

R FP
FP+TN’ ©)
FRR= 1N
FN+TP
rne EER — paBroBepositHas ommOka, mepecedeHne OMMGOK MEpPBOrO

1 BTOPOTO POJIa; FAR — ommnGxka nepsoro poxa; FRR — ommbka Broporo
pona; FP — noxwo npunsitere 3ammcn; TP — Bepro mpumsitsie 3ammcm; [V

— BepHO oTBepruyThIe 3anucy; N — 105HO OTBEPTHYTHIE 3aIUCH.

[Ipu ucnonp30BaHUM PA3IUYHBIX TUIIOB YUCEN B BHIXOJHOM TEH30PE
MOJIeNH, 3HAUYEHUs OMIMOOK IIEPBOTO W BTOPOTO POZa MO3BOJSIOT OLEHHUTH
TEH/ICHIINIO W3MEHEHWH 3HAYCHWH METPHUKH CXOXXECTH OTHOCHUTEIBHO
6a3oBoii Bepcun cetn. Ha pucynke | mpenctaBieHa cxeMa, ONMFCHIBAIOIIAS
IpoIlecC OIEHKH pAacHO3HAaBaHUS IOUKTOPOB, KOTOpas HCIOIB3YeTCs
B PaMKax HCCIICIOBAHMUSL.

KBaHTOBaHue

ImbepamHr 1 ImbepanHr 1

3anucb 1 (FP32) (FPx)

—— i _— Pesynbrar
Mogenb KnaccndukaLyvs e

_ e B
3anucb 2 ImbeaauHr 2 ImbeaauHr 2

(FP32) (FPx)

Puc. 1. Pacno3naBanue TUKTOPOB IPU pa3HOM THUIIE YUCEI C IIaBarollei 3ansaTon
B DMOEIIUHTE

PesynbraTom Kitaccudukanum seisiercst KoopQUIHEeHT KOCHHYCHOTO
CXOJICTBA, NP CPaBHEHHH CO 3HAYEHHUEM IOpOTa NMPHHUMAETCS pEIICHHE
0 COOTBETCTBHUHM ABYX 3aIUCEH K OTHOMY U TOMY XK€ AUKTOPY.

5. Context Aware Masking. CAM++[13] - cBéprouHas
HElipOHHAs CeTh, KOTOpas COACPXKUT 7,2 MHIJUIMOHA MapaMeTpOB.
OTHOCHTCS K MOZAEIAM, KOTOPBIE pabOTaIOT C MPEACTABICHIEM AUKTOpa Ha
06aze x-Bektopa [14]. [lng w3BNedeHWs TPH3HAKOB W3 BHYTPEHHETO
MIPOCTPAHCTBA, JACCATUCEKYHIAHOW 3amucu, monenu tpedyercs 264,43 Mb
BUJICOIIAaMATH. OHy6HI/IKOBaHHaﬂ BEpCHUA CETU 06yqua Ha aHIJIOA3BIYHOM
Habope ganHbix VoxCeleb-2 [15]. Pa3paboTunMkaMu BBUIOXKEH KOJ
u HeO6XO}II/IMLIe HWHCTPYKIUU AJI MpoBEACHUA JOITIOJIHUTECIIBHOI'O
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00ydeHUsI, OJHAKO IOCTYITHOE€ KOJOBOE COIPOBOKACHHWE INPEIHA3HAUYEHO
JUIs1 paObOTHI TOJIBKO ¢ OTHUM Habopom gaHHbIX VoxCeleb-2.

ITepen WU3BJICYCHUEM TPU3HAKOB, BXOJHOM CHUTHAI
peoOpa3oBhIBAlOT B OJOK (QHIBTPOB C pa3MepoM OKHa 25 MC W IIarom
10 mc. CdopmupoBaHHBIHE ONOK (QUIBTPOB TMOAAETCS Ha MOIYJb,
COCTOSIIIUM W3 YETHIPEX MPOITYCKAIOIINX OJIOKOB, KOTOPBIE HCHONB3YIOTCS
JUIsl U3BJICUCHHMS TIPU3HAKOB 110 BPEMEHHU M YacToTe. [loiyueHHble NpU3HaKK
MOCTYHAIOT HA TPH IOCIe0BaTeIbHBIX MotuduipoBaHHbix D-TDNN [16]
6noka. Kaxnprit 670k cocTouT M3 ABYX BHyTpeHHHMX Moxyneit CAM [17]
u TDNN.

Jlist mpoBesieHHsl OLEHKM M3MEHEHMsl OIIMOOK MEpBOro W BTOPOTO
poJa, MpOM3BEAEH aHAIM3 paclpeleleHUl KOCHHYCHBIX KOd((HINEHTOB
CXOKECTH MEXIy BBIXOJHBIMH TEH30pPaMH HEHPOHHOW CETH 10 M MOCIie
BBIJECIICHNS PA3MYHOTO KOJIMYecTBa OWT Ha umcno. llepBu4HAas OIeHKa
BIMSHUA OUTHOCTH BHYTPEHHUX IPEICTABICHHH OCYIIECTBISIETCS IyTEM
BU3yaIbHOTO aHAlM3a W3MEHEHUS TPa(uKOB AT Pa3HBIX TUIOB UHCEI
OTHOCHTENIFHO TOJyYCHHBIX PE3YNbTaTOB UI IOJHOW TOYHOCTH. bomee
mmpokne o0JacTH TpaduKa COOTBETCTBYIOT OOINBIIEMY KOJHYECTBY
K03()(PULMEHTOB KOCHHYCHOTO cXoJncTBa. [loiydeHHbIE pe3yibTaThl
IIpeJCTaBICHbI HA PUCYHKE 2.

VoxCelebE

i

oaB2  qoat’® bf\oa“ﬁ“ 8.5

Kocu HYCHO€ pacCToAHue

\ \
o o
P \\)

2 o3 1
i\oa‘8 e f\oa‘8 f\oate e t\oa‘6 e et am

Tun Yvcna ¢ nnasatoLlell 3anaTom
Puc. 2. U3meneHne pazopoca KOCHHYCHOTO CXOJICTBA IIPH KBAHTOBAaHUH 3MOCINHTA
CAM++

U3 rpadumka, TpencTaBIeHHOT0O Ha pPHUCYHKE 2, CIEXyeT, d|TO
BBIJICJICHHE MEHBIIIEr0 KOJIMYECTBA OMT HA YKCIIO BBIXOJHOTO MPOCTPAHCTBA
CAM++ He3HauMTENFHO WM3MEHWIO OOIlee paclpeesieHne KOCHHYCHBIX
k03¢ duieHToB cxonacTBa. [lomydeHHbIe Pe3yJbTaThl MO3BOJLSIIOT CHAENATh
3aKIoueHre 00 YCTOWYMBOCTH AMOCIUIMHIa CeTH NpH  I[POBEICHHU
NpoLEaypbl  KBaHTOBaHHs. [lOATBEep)KICHWEM  MOJYYCHHBIX  BBIBOJIOB
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SIBJISIIOTCS JIaHHbBIC, ITOKA3aTelu ONIMOOK I[IEPBOrO M BTOPOro poja MpH
3HAYCHUH PEIIAOIIEro Mopora, NpeCTaBIeHHOro pa3paboT4uKaMu METo/a,
paBHoro 0,381 [13]. IlomyueHHBIE pe3yibTaThl MPEACTaBICHBI B TabimIle 2.
Bosme kaxmoro 3HaueHHWs OMMOKH B Tabmume Oyaer mpenocTaBiIeHO
yCII0BHOE 0003HAYCHHUE: | — €CIIU TOJNYYMBIIUKICS MOKa3aTesb YIIydIIHICs,
[0 CPaBHEHHIO TMOJYYCHHBIMH B MOJHONH TOYHOCTH, YTO MPHUBEIO K
YMEHBIICHUIO OIIMOKH; T — €CIIM MOJTYYUBIINICS MOKa3aTeb YXY/IIIUIICS, 1O
CPaBHCHUIO TOJyYCHHBIM B MOJHON TOYHOCTH, YTO MPHBENIO K YBEIMYCHUIO
METPHKH; WIA = — 3HAYUT, YTO TOKA3ATEIIM METPHUK COBIAIAIOT JJIsi 00OUX
THUIIOB YUCEJI U 3HAYCHUS OIIJI/I6KI/I HE U3MCHMUIJICA.

Tabnuma 2. I3MeHeHne ommO0oK IepBOro ¥ BTOPOTO PoAa IPH KBAHTOBAaHUU
BHYTpeHHero npoctpanctsa CAM++

HaGops! JaHHBIX
VoxCeleb-E VoxCeleb-O VoxCeleb-H
FAR, FRR, FAR, FRR, FAR, FRR,
(%) (%) (%) (%) (%) (%)
Float32 0,93 3,61 1,39 2,94 3,86 3,47
0,93 3,61 1,39 2,94 3,86 3,47
Floadé | ©) ©) ©) ©) ©)
0,93 3,61 1,39 2,94 3,86 3,47
Bloatle | & &) &) &) &) &)
Float8 0,91 3,66 1,36 2,97 3,79 3,53
e5m2 (10,02) | (10,05) | (10,03) (10,03) (10,02) (10,08)
Float8 0,93 3,62 1,37 2,95 3,84 3,49
edm3 =) (10,01) | (10,02) (10,01) (10,02) (10,02)
Float8 0,94 3,61 1,39 2,93 3,86 3,48
e3m4 (10,01) (@) (@) (10,01) =) (10,01)
Float6 0,91 3,67 1,36 2,97 3,79 3,53
e3m2 (10,02) | (10,06) | (10,03) (10,03) (10,07) (10,08)
Float6 0,92 3,63 1,37 2,96 3,83 3,51
e2m3 (10,01) | (10,02) | (10,02) (10,02) (10,03) (10,04)
Float4 0,80 4,10 1,19 3,29 3,37 3,95
e2ml (10,13) | (10.49) | (10.20) (10,35) (10,02) (10,52)

W3 naHHBIX MpeNCTaBICHHBIX B TaONMIE 2 CIEAYET, YTO 3HAYCHHUS
OIMMOOK TEpPBOrO ¥ BTOPOTO pPOJa HE3HAYMTEIBHO  MEHSIOTCS,
npubimsutensho, Ha 0,03% u 0,05% npu BCroab30BaHUN TUIIOB JTAHHBIX C
BOCBHMBIO WM miecTbio Outamu; Ha 0,2% u 0,52% mpu BBIIEICHUN 9eTHIPEX
outr Ha uwncmo. Jlnsd TONMydeHHs NeTambHONH WH(POPMANWK O BIMSHUU
KBaHTOBaHUS BHYTPEHHMX IIPEACTABICHUI HEMPOHHON CETU HA PE3YJIbTATHI
pacro3HaBaHHS AUKTOPOB, HEOOXOIMMO OTIPEACIHUTh 3HAUCHHS PEIIarOIInX
MOPOTOB HYepe3 HaXOXKICHHE PaBHOBEPOSTHOH ommOku. Bruto 3amedeHo,
gro nipu orieake EER, 00bruHO, rpadku ommOOK MepBoro U BTOPOTO poja
KBaHTOBAHHBIX 3MOEIIUHIOB MPAKTUUCCKH COBMAJAIOT C Pe3yabTaTaMH,
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MOJYYEHHBIMHU MIPH MCIIOJIb30BAaHUM MOJHOM TouHOCTH. [T0o3TOMY, B CTarhe
MPE/ICTABICHBI TOJIBKO T€ Pe3yJbTaThl, B KOTOPBIX OTKIOHEHHE TpadHKoOB
omuOOK BU3yadhbHO 3aMeTHB. Ha pucyHke 3 TpeacTaBieHBI TpaduKu
nepecedeHui OuMOOK NEPBOro M BTOPOTO POAA IPH UCIOJIH30BAHUH THIIA
grcen qaHHEIX float4-e2ml u float32.

EER CAM++ float4_e2m1, VoxCelebE

100 ---- Owwmbka nepeoro poaa floatd_e2m1fn
---- Ownwbka BToporo poaa floatd_e2mifn

—— Owwbka nepeoro pofaa float32

80, — Owwbka BTOpPOro poaa float32

3Ha4veHune owmnbku (%)

0.0 0.2 0.4 0.6 0.8 1.0
ABCONIOTHOE 3HaYeHMEe HUXXHEro nopora

Puc. 3. [lepeceuenne ommoOOK NEPBOTO ¥ BTOPOTO POAA IIPH BBIIEIEHUN YETHIPEX
ouT Ha yncio st sMoemuara CAM++

W3 pesynbTaToB, NpeicTaBIeHHBIX Ha Tpaduke pucyHKa 3 cieayer,
YTO MpH Hcnoib3oBaHuu float4-e2ml Touka rmepecedeHus: OMMOOK MEPBOTO
1 BTOPOT'O pOJa COBIAAAET C TOYKOM, OJIyUYEHHOM IIPU MOJTHOW TOYHOCTH.

6. Reshape Dimensions Network. ReDimNet [18] — cBéprounas
HEWpOHHAs CeTh, OTIMYUTEIFHONH OCOOCHHOCTBIO, KOTOPOH SIBIISETCS
W3BJICUCHNE  YHUKAIBHBIX  PEUYEBBIX  MNPHU3HAKOB  IHWKTOpa  TpH
KOMOVWHHMPOBaHMH JIByX THUIIOB CBEPTOYHBIX CJIOEB: OJHOMEPHOTO U
JIByMEpHOro. Mozenb COIepKUT 5 MUJUIMOHOB NapaMeTpoB. [ u3zBneueHus
NPU3HAKOB U3 BHYTPEHHET0 IPOCTPAHCTBA, JAECSATUCEKYHIHON 3alucH,
Tpedyercst 4615,97 Mb Buneonamstu. I[loTpebiieHre Takoro OOJBIIOTO
KOJIMUECTBA MaMATH IO COOTHOIIEHUIO K MaJIOMy KOJMYECTBY NapaMeTpOB,
MPOUCXO/IUT W3-32 UCIIONB30BAHMS ILIECTH OJIOKOB MHOTOTOJIOBOTO BHUMAHHMS
Ha KaXIbli w3 HHUX npuxomutcs no 663 Mb (ucmoms3yroTcs TEH30pHI
C BBICOKOW pa3MEpPHOCTHIO B Ka4eCTBE OCHOBHBIX KOMIIOHCHTOB BHHMAaHWS:
KJIFOY, 3HAYeHHe, 3ampoc). OmyOnMKoBaHHAS Bepchs MoIenu oOydeHa Ha
HeCKONIBKMX  Habopax  maHHBIX  VoxBlink-2 [19] u  VoxCeleb-2.
Pa3zpaboTunkamMu MeToma HE BBUIOKEHa HEOOXOMMAsh WHCTPYKIMSA JUIS
0o0y4eHHs MOJAENM Ha HOBOM SI3HIKOBOM JOMCHE WIIM HaOOpe [aHHBIX.
Ha pucynke 4 mpezacraBien rpaduk s HaOopa mnaHHbIX VoxCeleb-E
B 3aBHCHUMOCTH OT KOJIMYECTBA BBIICJICHHBIX OUT HA YHCIIO B SMOCATUHTE.
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[VoxCelebE] Pa3bpoc cxoxxecTeln A pa3HbIX TUMOB
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Tun Yncha c NnaBatoLLein 3anaTomn
Puc. 4. U3menenue pazdopoca KO3PPUIUECHTOB KOCHHYCHOTO CXO/ICTBA
npu kBaHToBaHKUH dMOennunra ReDimNet

KocuHycHoe paccTosHue
o
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qoa3? qoatt® (\Oa‘w“ "y e an

W3 rpaduka, mnpencraBieHHOrO Ha pUCYHKe 4, cieayeT, YTo
pacnpezneneHne Ko3((GHUIMEHTOB KOCHHYCHOTO CXOJCTBA IIPH BBIICICHUH
MEHBIIET0 KOJWYECTBA OMT CXOXe C paclpeleleHHeM IpH BBIICICHUH
TpuOUaTH AByX Our. B Tabmume 3 mpencTaBieHB! 3HAYCHUS OIMIMOOK
[IEPBOrO W BTOPOTO pOJa IPH 3HAYCHHWH PELIAIOIIEr0 [Opora paBHOTO
0,351, momy4eH B X0/1€ MCCIICTOBAHMS.

Tabmuna 3. I3MeHeHne ommOoK IepBOro M BTOPOTo poza NPy MEePEeKBaHTOBAHUU
BHyTpeHHero npocrpanctBa ReDimNet

Habops! taHHBIX
VoxCeleb-E VoxCeleb-O VoxCeleb-H
FAR, FRR, FAR, FRR, FAR, FRR,
(%) (%) (%) (%) (%) (%)
Float32 1,57 0,41 2,59 0,19 4,97 0,42
Floatl6 1,57 0,41 2,52 0,19 4,97 0,42
= = (10,07) = =) =
1,57 0,41 2,61 0,19 4,97 0,42
Bloatl® | & G | e | & ©) &)
Float8 1,56 0,42 2,55 0,19 491 0,43
eSm2 (10,01) (10,01) (10,04) =) (10,06) (10,01)
Float8 1,57 0,41 2,58 0,18 4,96 0,43
e4m3 =) =) (10,01) (10,01) (10,01) (10,01)
Float8 1,44 9,47 2,47 7,32 4,53 0,48
e3m4 (10,13) (19,06) (10,12) 17,13) 10,44) (10,06)
Float6 1,56 0,42 2,55 0,19 491 0,43
e3m?2 (10,01) (10,01) (10,04) =) (10,06) (10,01)
Float6 1,47 0,46 2,40 0,23 4,63 0,46
e2m3 (10,10) (10,05) (10,19) (10,04) (10,34) (10,04)
Float4 1,32 0,56 2,17 0,34 4,17 0,55
e2ml (1025 | (10,15) | (10,01 (10,15) (10,80) (10,13)
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[To mamebIM B Tabiure 3 BHAHO, YTO M3MEHEHHE NPHU BBIACICHUH
4eThIpéX OWT 3HAUeHHe OIMMOKM mepBoro pona ymydmwmiack Ha 0,32 %,
3HaYeHHe OIMOKM BTOporo poxa yxynmmiack Ha 0,15 %. B apyrmx
CIydasX 3HA4eHHUS OINMOOK, MPAaKTUYEeCKH, HIACHTUYHBI TOKa3aTelsIM
omuOO0K, TMONydeHHOH B MONHON TouHOCcTH. Ha pucyHke 5 mpemcraBieH

rpaduK InepeceyeHuss OMIMOOK MEPBOTO U BTOPOTO POJA NPH BBIICICHUH
4eThIpEX OUT Ha YHCJIO.

EER ReDimNet float4_e2m1, VoxCelebE

100" ---- Owwubka nepsoro poaa float4_e2mifn -
---- Owwubka BTOpPOro popa floatd_e2m1ifn %

—— Owwbka nepsoro popa float32 g

80 — Owwubka BTOporo pona float32 .

60-
40

20

3HaveHmne ownbkn (%)

0

0.0 0.2 0.4 0.6 0.8 1.0
ABCONOTHOE 3HAYEeHNE HUIXKHEro nopora

Puc. 5. [lepeceuenne ommoOOK NEPBOTO ¥ BTOPOTO POAA IIPH BBIIEIEHUN YETHIPEX
out Ha uncio it sMoeqnuara ReDimNet

U3 rpadmka, mpencTaBIeHHOTO Ha PHCYHKE 5, clexyer, 4To MpH
BBIIEICHUN YETHIPEX OMT Ha YHCIO HE NPHUBOJUT K CIOBUTY 3HAYCHHUS
pelIaIero Imopora, OTHOCHTEIbHO ©0a30BoH Bepcuu ceTu. UTo
COOTBETCTBYET HCIIOJIF30BAaHUIO HEOOXOAUMOTO JAHUANa30Ha YHCEN KaXKJOTro
THNIA JaHHBIX JUIA COXPaHEHHWs WCXOAHBIX [OKa3aTeled KadecTBa
pacro3HaBaHHS.

7. WavLM. WavLM [20] — HelipoHHas ceTh, Oa3upyromas Ha
apxutekrype tpaHchopmep [21], comepxur 100 MUIUIMOHOB HapaMeTPOB.
Mopenb paspaborana Juisi penieHus psija 3aaady: BepuuKaius JUKTOPOB,
aBTOMATUYECKOE paclO3HABAHUE PeuH, AUapu3alus AUKTOPOB. BropuuHoi
napameTpu3alreil peueBoro CUrHaa siBysieTcst 6J0K (GUIBTPOB C pa3MepoM
okHa 25 mc u maroMm 10 Mc. ApXUTEKTYpHO MOJEINb ACIUTCS Ha JBE CETHU:
MIPOCIMPYIONIN BTOPHYHBIC TPH3HAKH PEUEBOTO CHTHAJa BO BHYTpEHHEE
MIPOCTPAHCTBO CETH, COCTOUT M3 CEMH CBEPTOUYHBIX OJIOKOB (OTHOMEpHAsS
cBéptka ¢ ¢yHkumeit axtmBanuu GELU [22]); ammpoxcumartop, KOTOPBIH
COCTOWT W3 JBCHAANATH OJOKOB MEXaHM3Ma BHUMAHHSA, apXUTEKTYypPHO
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SIBJISIETCSI KOAMPOBILUKOM $3bIKOBOM Mozenu. Jljisi u3BieveHus MpU3HAKOB
W3 BHYTPEHHEro IPOCTPAaHCTBA, JCCSATUCEKYHIHON 3amHCH, MOJENn
Tpebyercss 487,73 Mb Bupeomamstn. PaccmarpuBaemas BepcHsl MOJIENH
oOydueHa Ha HECKOJBKUX aHTJIOSN3BIYHBIX HaOopax maHHBIX Libri-Light [23],
GigaSpeech [24], VoxPopuli [25]. Pa3zpaboTunkamMu MeTOAa HE BBUIOKEHA
HEoOXoAnMasl MHCTPYKIHMS JJisi OOy4deHUs] MOJENH Ha HOBBIM S3bIKOBON
JIOMEH WJIM Ha0Op TaHHBIX.

[Mpouenypa oueHku pacmpeneneHuss KodpQUIMEHTOB KOCHHYCHOTO
CXOACTBA NPpH Ppa3sHbBIX KBAHTOBAHUAX BBIXOAHOTO HpEIlCTaBJIeHl/Iﬁ MOJCIIN
aHaJorMyHa TmpenpLaylieMy paszeny. Ha pucyHke 6  npencrasieH
COOTBETCTBYIOIINH rpaduK.

VoxCelebE

R e =

08"
067
047
027

0‘0 L e

KocnHycHoe paccTosiHue

02" .

32 06 06 e a3
foat3%  goa®  (poa™ f\oatﬁ,eS‘““oatS,eA‘“;\oate &3

' B Y
- f\oatefﬁm 62 ez

2
“oat “oatbf,
Tuvn Yncna ¢ nNaaBaloLlen 3anaTon
Puc. 6. U3menenue pazdopoca KO3PPUINECHTOB KOCHHYCHOTO CXO/ICTBA
pu KBaHTOBaHUM dMOenarHra WavLM

W3 rpaduka, nmpeacTaBIeHHOrO Ha PUCYHKE 6, ClelyeT, 4TO IpHU
BBIJICJICHUH IIECTH OMT Ha YUCIIO BBIXOJHOTO TEH30pa, HabyonaeTcs Oosee
BBIPaKEHHOE paclpeielIeHHe KOCHHYCHBIX KO((HUINEHTOB Ha OTPE3KE OT
oxHOTO 110 Hyns. IIpu BbIIENeHHN YETHIPEX OWUT HA YMCIO OOJNbIIAs YacTh
K03(h(pUIIMEHTOB KOCHHYCHOT'O CXOZCTBA pacIpeAeisIeTcs BO3JE HyJs, YTO
CBHUJICTENBCTBYET 00 M3MEHEHHH IOJO0XKEHHS TOYKH IEPECceUCHUs OMIMO0K
mepBoro u Broporo poma ot 0,86 x 0,1. TlogoOHOoe wW3MeHEHHE
pacIpeneneHus, MO3BOJSIET CAENaTh BHIBOA 00 W3MEHCHHMH PEIIArONIETo
MOpOra OTHOCUTEJILHO 0a30BOM BEpCHUU HEHPOHHOI ceTH.

Nudopmanus 06 u3MEHEHNH OLIMOOK MEPBOIO U BTOPOTO poja, Mpu
3HAQUEHWN peIIAIoNero Mopora, MpeJCTaBISHHOI0 pPa3padOTYUKaMU
metona, 0,86 [20], mpoaemMoHcTpupoBaHa B Tabnuie 4.

Informatics and Automation. 2026. Vol. 25 No. 1. ISSN 2713-3192 (print) 187
ISSN 2713-3206 (online) www.ia.spcras.ru



WCKYCCTBEHHbBI MHTEJIJIEKT, UHXEHEPUS JJAHHBIX U 3HAHUI

Tabmmma 4. MI3MeHeHne ommO0K epBOro ¥ BTOPOTO Pojia HpY KBAaHTOBAHUH
BHYTpeHHero npoctpanctsa WavLM

Habops! naHHBIX
VoxCeleb-E VoxCeleb-O VoxCeleb-H
FAR, FRR, FAR, FRR, FAR, FRR,
(%) (%) (%) (%) (%) (%)
Float32 4,57 1,10 6,23 2,96 2,01 1,04
Floatlé 4,57 1,10 6,23 2,96 2,01 1,04
= (@) (@) = (@) (@)
4,57 1,10 6,23 2,95 2,01 1,04
Brleat® | 9 ©) ©) ©) ©) ©)
Float8 4,34 1,17 5,99 322 19,26 1,10
e5m2 (10,17) (10,07) (10,24) (10,26) (117,25) (10,06)
Float8 4,10 1,12 6,14 3,04 19,90 1,05
e4m3 (10,47) (10,02) (10,09) (10,08) (117,89) (10,01)
Float8 4,10 1,27 5,68 3,58 18,31 1,18
e3m4 (10,47) (10,17) (10,55) (10,62) (115,35) (10,14)
Float6 0,05 9,60 1,10 22,83 3,20 9,20
e3m2 (14,52) (18,50) (15,13) (119,87) (11,19) (18,16)
Float6 0,06 55,03 0,20 65,57 0,04 54,68
e2m3 (14,51) | (154,07) (16,03) (162,61) (11,97) (153,64)
Float4 0,04 97,55 0,0 99,63 0,01 97,54
e2ml (14,53) | (196.,45) (16,23) (196,67) (12,00) (196,50)

Ilo pe3ynbpTaTam,
rpaduKu mepeceueHus ONIMOOK MEePBOr0 M BTOPOTO POJa MPU BEIICICHUU
4eThIpéX OUT Ha yrcio ambenauara WavLM, pucyHok 7.

MpeCTaBICHHBIM B  Tabmuie 4,

EER WavLM float4d_e2m1, VoxCelebE

MOCTPOEHBI

100 i
S 80
s
X
\g 60} ---- owwm6ka nepsoro pona float4_e2mifn
3 ---- OwwubKa BTOpOro poga float4d_e2mifn
g —— Ouwwnbka nepsoro poga float32
S 4Q; —— Owwubka BTOPOro poaa float32
I
(V]
T
T
& 20
0
0.0 0.2 0.4 0.6 0.8

ABCoMlOTHOE 3HaYeHne HXKHEro nopora

1.0

Puc. 7. Ilepeceyenue ommnbOOK MepBOro ¥ BTOPOro poJia MPH BEIACTIECHUH YETHIPEX
6UT Ha yucno A 3mOeaanHara WavLM
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W3 nanHBIX, IpeICTaBICHHBIX B TabmuIe 4 1 Ha pUCYHKE 7, CIIEAyeT,
YTO KBaHTOBAaHWE BBIXOMHOTO TeH30pa WavLM Bo float4 mpmBeno
K CMEIIEHHUIO TepPECeUeHUs OmMMnO0K mepBoro u BToporo poma ot 0,9 k 0.
[MomoOHBIN pe3ynpTaT TMONyYeH W3-3a HCIOJIB30BAaHUS HEAOCTATOYHOTO
KOJIMYeCTBAa JOIYCTHMBIX 3HaUYeHWH nuama3oHa Bo float4, mo cpaBHEHHIO
c npyrumu  tunamu  gucen. Opmnako, mm1i CAM++ um ReDimNet nHe
MPOU30IIUI0 CHJIBHBIX HW3MCHCHHH OTHOCHUTENIFHO IIOJHOW TOYHOCTH,
MOCKOJIBKY HCIIOJIB3YETCS HEOOXOAUMBINA JHANa30H 3HAYCHHUHA B CKPBITOM
MMPOCTPAHCTBE CCTHU, AJId MOJYUYCHHA TOYHOCTH PpaCrioO3HaBaHUA 6ﬂH3KOﬁ
K UICXOJHOU BEPCUU CETH.

PaccMOTpUM HOPMUPOBAHHBIN NMEPUOJUYECKUM CUTHANL C 4aCTOTOH
quckpermsamuu 16 k[ M JUIMTENBHOCTBIO JIBE CEKYHIBI, KOTOPBIH
COIICPKUT TOJHKO ABa MpeleNbHBIX 3HaueHus -1 u 1. CuHTEe3MpOBaHHBIN
CHUTHAJ TO3BOJSIET TIONYYUTh MAaKCHMAIBHO JOMYCTHUMBIC 3HAYCHHUS
BBIXOTHOTO BHYTPCHHETO MPOCTpPaHCTBA HEHpOHHOM ceTH,
COOTBETCTBYIOIIIE pealbHOMY pedeBoMy curHamy. [Ipum mnpoBeneHun
aHanmM3a 3HAYCHWH aKTUBAIMA HEWPOCETEBBIX MOIENEH HCIOIB3YIOTCS
CIIeIyIONINe TIIOKa3aTeN: MAaKCHUMAaJIbHOTO, MHHHUMAIBFHOTO, CpPETHEro
U CTaHAAPTHOTO OTKIOHEHHS. CTPYKTYpbl pacCMaTpHBaeMBIX CeTeil, Ha
JTane OO0y4eHHus, MOXXHO OOOOmUTH TpeMs OJOKaMu: TpeTH4Has
napamMeTpusanusd, armpoKCUMalusa YHHUKaJIbHBIX PEYCBBIX IIPU3HAKOB
HEWpOHHOW ceThio, Kinaccupukanus (BepudHKaUM JUKTOPOB U3
oOyuaromeli BeIOOpkHM). Ha osrame mpuMeHEHWS HE HCIOIb3yeTcs OJI0K
Kinaccu(puKau. YHHUKAIbHBIC IPU3HAKA PEUH, COACPIKAIINECS B CKPHITOM
MPOCTPAHCTBE HEHPOHHOW CETH, MOJIYYAIOT C OJHOTO U3 IOCICIHUX CIOEB
HEHpOoCeTeBOro ammpokcuMmaropa. HecMOTps Ha apXHTEKTYpHOE pa3iinvue
cereir, y CAM++ u ReDimNet ects omHa 00IIast eTanb, HUCIOIb30BAHHE
B COCTaBe rocjeqHero Oioka, cioil HopManm3anuu MuHH-naketoB (batch
normalization, BN) [26]. Ilockonbky, wuH(pOpMamMs  H3BJIEKaeTCs
C IOCIIEAHMX CJOEB  aANIPOKCHMATOpa, I[esecooOpa3sHO  paccMOTPETh
3HAYEHUs AaKTUBAlMM JO M TOCIe MpPOXOoXJaeHus dyepe3d ciod BN.
JIOTIOTHUTEIPHO H3YYIHTH TIOKA3aTENId BXOIHOTO TEH30PA.

Jnst BxomuHoro TteHsopa: 11,445; -15,942; 5,615; -12,437. Husa
CAM++, mokazarenu B aMmbemauare pasuel: 0,179; -0,245; -0,002; 0,072
n 5,010; -6,509; -0,067; 1,979; no u mocine mpoxoxaeHue depe3 ciaoid BN,
COOTBETCTBEHHO.

Jns Bxomnoro Ttenszopa: 1; -1; 0,333; 0,943. Jns ReDimNet,
mokazaHus B 3MOemauHre paesel: -3,639; 4,017; -0,229; 0,891 u -14,850;
14,575; 0,287; 4,875; mo u mocie mnpoxoxkaeHue uepe3 cioil BN,
COOTBETCTBCHHO.
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Y WavLM B 1nocinegHuX CHOSX HE HCIHOJB3YETCs  CIOH
HopManm3anuu. [loaToMy, paccMOTpeHBI 3HaYCHHS aKTHUBAIMA O W TOCIe
MIPOXOXKICHUS depe3 MOCIETHUHA CIIOH, 3HAYSHHsI KOTOPOTO HCHONB3YIOTCS
Ui JaneHewmed xmaccudukanuu. g BxogHoro Temsopa: 1; -1; 0,943;
0,333. Ins smOemuaTa TIosTy4deHs! cienytomue 3HadeHws: 0; 0,274; 0,002;
0,014 um -0,316; 0,1790; -0,0289 mo wm mociue NPOXOKACHUS dYepes
MOCIIETHEN CJIOM CETH.

Ilo momyyeHHBIM pe3yabTaTaM MOXHO BBIIBHHYTH THIIOTE3y 00
YCTOWYUBOCTH KBAHTOBAHHOTO 3MOC/IMHIa K KBAHTOBAHHIO B 3aBUCUMOCTH
OT COCTAaBJIIOUIMX OJIOKOB apXUTEKTyphl HeHpoHHOU cetn. B cocras
apxurektyp CAM-++ u ReDimNet Bxoaur ResNet Omok, 4 u 17
cooTBeTcTBeHHO. Ha pucyHke 8 mpeacraBieHa CTpyKTypa OJioka.

BxoaHoe cKpbIToe NpoCTPaHCTBO

CBEpTOYHbIN cron 1
‘ Crnon Hopmanusauuu 1 |
DyHKUMS akTMBaLmm 1
CBEpTOYHbIN Crov 2

‘ Cnoit Hopmanusauum 2

SMHBHNT200 aamoienoAuody

®yHKUMA aKTUBaLUMM 2

BbixoaHOE CKpbITOE NPOCTPaHCTBO
Puc. 8. Ctpykrypa ResNet Gioka

Ecmm mccnenyemas apxurektypa comepxuT ResNet Omokm, TO
JIMana30H 3HAYCHHWH BBIXOJHOIO TEH30pa II0C/IE MNPOXOXKICHUS uepe3
nocinenuuit BN Oymer jmocratoueH JUis TPUMCHEHHS KBAaHTOBAHUS,
Hanpumep, float4 ©Oe3 moTepum KadecTBa OTHOCHUTEIBHO 3HAYCHHUN
SMOeJIMHra B TMOJHOW TOYHOCTH. B Jpyrux ciaydasx HEOOXOJUMO
MPOBECTH JIOTIOJHHUTEIBHYIO TIPOLCAYPY OICHKH BBIXOJAHOTO TEH30pa
13 OCHOBHOTO aIPOKCUMHPYIONIETO OJI0OKa CETH.
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[TockoyibKy, TIOJNIy9€HHBIE  Pe3yJabTaThl  XapaKTEPHBI  TOJBKO
CHHTE3UPOBaHHOMY CHUTHaTy. [IpoBeeHo mcciemoBaHme IS AECATH THICSIY
BBIXOJHBIX CKPBITBHIX IPOCTPAHCTB, COOTBETCTBYIOIINE PEATHHBIM PEUCBHIM
curHanaMm, mozaened CAM++ u WavLM mpu BeIOENeHHH TPUALATH IBYX
1 9eTBIpEéX OWT Ha umcno »MmoOennuHra. s HWCCIeOBaHUS MOTYYCHHBIX
pe3yIbTaTOB KBAHTOBAHHBIX YHCET MOCTPOCHBI TPapuKH CO 3HAYCHUSIMH
4KceJ BHYTPCHHETO MPOCTPaHCTBa HelpoHHBIX ceteit s float32 u floatd.
Ha pucynke 9 B myHKTe a) — TpeACTaBJICHbl PE3yJbTaThl KBAHTOBAHHS
it CAM++, B nyHkTe 0) — NpEACTaBICHBI pPE3yJbTaThl KBAHTOBAHHSA
s WavLM.,

« Float32 .

« Float4 /
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] ]
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I 1
] |
I I
I 1
] i
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i i
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1 1
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HonycTuMble 3Ha4veHns Float4
a) kBanTtoBanue smoOeauara CAM-++ Bo Float4

o Float32
« Float4
=
T
1
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i
1
i
i
1
i
|
i
1
i
i
!
i
o 0000 0000 0 00 0 @ 0
o » el 33659?3009'\,\/‘9’1, > i ©

[onycTumble 3Ha4eHus Float4
0) xBanToBanue smoeaauara WavLM Bo Float4
Puc. 9. Pactipenenenue 3nauenuii smoeauaros a) st CAM++ 6) nimst WavLM
IIPY BEIJIEIEHUH 4 OHUT Ha YHCIIO

Informatics and Automation. 2026. Vol. 25 No. 1. ISSN 2713-3192 (print) 191
ISSN 2713-3206 (online) www.ia.spcras.ru



WCKYCCTBEHHbBI MHTEJIJIEKT, UHXEHEPUS JJAHHBIX U 3HAHUI

W3 pesympraToB TpaduKOB, TPEACTABICHHBIX HA PHUCYHKE 9,
cIenyeT, 4To B KBaHTOBaHHOM »MOemauHre CAM-++ MoOXeT copepKaTrbest
BECh NIOCTYNMHBIA auama3oH umcen Bo float4d. M3-3a Toro, 4To 3HAYCHHS
aMOenuHToB is WavLM B MOJHON TOYHOCTH JIeKaT Ha oTpeske oT -0,4
mo 0,25. IMosromy, B kBanTOBaHHOM BO float4 smOemnauHre comepxarcs
Tonmpko ABa umcna -0,5 m 0, mpu NpUMEHEHWH METPHUKH KOCHHYCHOTO
paccTosiHAsT B OOJIBIIMHCTBE CIy4aeB OyJdeT TMOJYYeH HYJICBOU
KO3 (UIIUEHT CXOKECTH, YTO HE COOTBETCTBYET MCXOIHBIM IMOKA3aTeIsIM,
MOJyYCHHBIM B 0a30BOW Bepcuu ceTH. JIisi pacHIMpeHUs MCIOJBb3YEeMOro
JManasoHa JOomycTUMbIX 3HaueHuil float4 HeoOXOIMMO BOCIMOJIL30BATHCS
MOPOIEIypOl  MAcCIITA0MPOBAaHUS  KAXKIAOrO  YUCIA B BBIXOJHOM
Tensope (E):

F
ES — _max E’ (6)
max
rae F,, — MaKCUMalnbHOE JOMycTUMoe 3HauyeHue Bo floatd; E_ = —
MaKCHUMaJIbHOE€ 3HA4YeHHEe B OMOEIIMHIE; E - suGemmuar WavlM

(oHOMEPHBII TEH30p C pa3MEPHOCTHIO 512).

Ha pucynke 10 mpencraBieHsl TpaduKy IepeceyeHrni OHMOOK
MEpBOTO W BTOPOTO poja A0 W TMOCJHE MPOBEICHUS OIepalun
MacITabupoBaHUsL.

3HaveHusa EER go v nocne macwtabupoBaHus

100 o

X 80
s
X
O
= 60} — FAR nocne MaclwTabupoBaHusa
3 —— FRR nocsie macwtabupoBaHns
3 ---- FAR po macwtabupoBaHus
s 40} FRR o maclitabupoBaHus
I
]
T
:
E 20

0

0.0 0.2 0.4 0.6 0.8 1.0

A6CONIOTHOE 3HAaYEeHNE HUXKHErO nopora

Puc. 10. IlepeceueHne ommOOK MEPBOTO U BTOPOTO POJIA JIO U MOCTE
MaciTabupoBaHus s smoeauara WavLM
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W3 rpaduka, mpeacraBieHHoro Ha pucynke 10, ciemyer, 9To mocie
MIPUMEHEHHUS OTEPALMH MACIITA0MPOBAaHNUS M3MEHHIINCH 3HAYCHHUS OMIMOOK
nepBoro u BToporo poma ¢ 0,035% wu 97,55 % no 3,5% u 1,6 %, npu
HCXOIHOM 3HaueHWH permatomiero mnopora 0,86. UTo cBUAETENBCTBYET
00 NCHONB30BaHNN HEOOXOAMMOTO JHMAaNa3oHa IOMYCTUMBIX 3HAuYCHHH
Bo float4, mis nocTIKeHUs MoKa3aTeneil OmMuOOK OJIM3KUX K MOTYICHHBIM
B IIOJIHOM TOYHOCTH.

8. 3akiaouenne. B pamkax craThM TpOBeAEH aHAIN3 H3MEHEHUS
omKOOK MEPBOTO M BTOPOTO poJia B 3a/iaue paclo3HaBaHUs AUKTOPOB, PU
BBIJICJICHUH Pa3HOT0 KOJHMYecTBa OWT 4YHciaa C IUIaBaIoOlIeH 3amsToi
BBIXOJHOTO TeH30pa HeifponHoit cetu. HWccnemoBansl Tpu SOTA
HeiipocereBbix MeToia CAM~++, WavLM u ReDimNet, kotopsie obianator
Pa3IUYHBIMA ~ APXUTEKTYPHBIMH OCOOCHHOCTSIMH. 3HAaueHHS OLIMOOK
MEpBOTO M BTOPOrO poja OasupyroTCs Ha IIOKa3aTeNsIX KOCHHYCHOTO
CXOICTBA MEXIy 5SMOenanHraMu HEHpoHHBIX cereil. Ha ocHose
MONMYYCHHBIX 3HaueHWd B Tabmmmax 2-4 mocTpoeH TrpaduK, KOTOPBIH
[peAcTaBJIeH Ha pucyHke 11.

MeTpukn pacnosHaBaHusa Ha fgaTaceTe VoxCeleb-E

TP [ Float32

[ Floatl6
Float8
Float6
Float4

FP
CAM++ ReDimNet

FP
WavLM

Puc. 11. 3nauenns True Positive, True negative, False Positive u False Negative
B 3aBHCHMOCTH OT KOJIMYECTBA BBIICIICHHBIX OUT HA YHCIIO

W3 paHHBIX, IpencCTaBiIEHHBIX Ha pucyHke 11, BuaHO, 4yTO mnpH
HCToNb30BaHMK minifloat, Mmuom@aar MOKPBHITHS METPHK, BIHUAIONIME Ha
MOKa3aTear OMMOOK MEPBOTO W BTOPOTO POJa, NMPAKTHIECCKH, COBMATAIOT
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C pe3yJIbTaTaMi, MOJTYYeHHBIMH IPH HWCIOJIH30BAHWU MOJHOH TOYHOCTH.
CTOHUT OTMETUTB, UTO ISl AOCTHKEHHS ITOJAOOHBIX pe3ynpTatoB y WavLM,
MIpH BBIICTICHUHM YETHIPEX OWT HA YHCIa SMOEIAWHTra, MOTPeOOBaIOChH
MIPOU3BECTH ONEPAINI0 MAacCIITAOMPOBaHUS Ha MaKCHMalbHOE JIOITyCTUMOE
3HageHne float4. Pe3ynpraTel, TOJTy4YeHHBIE B XOJA€ WCCIICIOBAHHA,
MOKA3BIBAIOT, YTO 3HAYEHHUS pEIIAIOIIero Iopora, IIONyYeHHBIE IS
SMOEJIMHTOB B TMOJHONW TOYHOCTH WHBAapPHAHTHBI K WX KBaHTOBAaHHUIO
(pa3HuIa MEXIy UCXOTHBIMHU 3HAYCHUSAMHU M KBAHTOBAHHBIMH, OOBIYHO, HE
mpeBbimaetr  0,05). DToT (aKT MO3BONACT COKOHOMHUTH BpeMs MpU
HCCIIEIOBAaHUM  HOBBIX  HEUPOCETEBBIX  pelleHuid.  JlaapHeHIuM
HaNpaBJeHUEM HCCIISIOBaHUs SIBIISiETCS  pa3paboTka HEHpoceTeBOro
METOJ[a, YCTONUMBOCTBIO K HCIOJB30BAHUIO OMNEpAIlM KBAaHTOBAaHHUSA K
BecaM, aKTHBAIMAM H BBIXOOHOMY TEH30pY CETH, IPH 3TOM COXpPaHsA
MaKCHUMallbHO OJM3KHE MOKa3aTeldl OIIMOOK IMEPBOTO W BTOPOTO poja,
MoJTy4aeMble MPH padoTe ¢ TOJTHOH TOYHOCTBHIO.
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N. KOLMAKOV, A. GOLUBINSKIY
ASSESSING THE INFLUENCE OF FLOATING-POINTS BIT
DEPTH ON SPEAKER RECOGNITION ACCURACY

Kolmakov N., Golubinskiy A. Assessing the Influence of Floating-Points Bit Depth
on Speaker Recognition Accuracy.

Abstract. The article analyzes the impact of varying the bit depth (quantization) of
a neural network’s output tensor on speaker recognition accuracy. This tensor represents the
neural network's latent space, containing the latent features utilized for speaker recognition
tasks. Typically, thirty-two bits are allocated per value in the output space (the output tensors
of the methods under study contain 512 values), resulting in significant memory requirements
for maintaining a continuously updated database. Consequently, the "minifloat" floating-point
format is of particular interest, as it enables numerical representations using only eight, six, or
four bits. To ensure comprehensive results, three neural network models demonstrating
superior recognition performance on the test set were selected: CAM++, WavLM, and
ReDimNet. These models possess unique architectural characteristics, facilitating the
assessment of how bit depth reduction affects recognition accuracy across different neural
network architectures. Recognition accuracy is evaluated using the Equal Error Rate (EER).
The evaluation employs the English-language VoxCeleb-1 dataset, the audio characteristics of
which correspond to those of a small-scale biometric system database. The relevance of this
study is underscored by the increasing volume of research proposing the use of voice as
a verification key. Therefore, managing large biometric datasets requires substantial storage
capacity and RAM. Modern databases are continuously updated and expanded, leading to
increased resource demands for their maintenance. Applying quantization to the neural
network's output tensor offers a potential solution. However, excessive reduction of the bit
depth in the output tensor can lead to a significant degradation in recognition quality compared
to the baseline network. The primary focus of this research is to minimize the resources
required to support a biometric system without the need for additional neural network training.

Keywords: neural networks, speaker recognition, floating point, embedding quantization.
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B.M. YEPTKOB, P.I1. Borvii, E.P. AlaAMOBCKHIA, B.C. POI'VIIEB
HUMHUTAIIMOHHASA MOJIEJIb KOTHUTHUBHOI'O PAAUO

Yepmroe B.M., Boeyw P.II., Aoamoseckuii E.P., Poeynres B.C. IMMTAaUUOHHAsi MOJEJb
KOTHHTHBHOI'O PaJHo.

AnHoTamusi. PacTymmii JeuUUT pagMoYacTOTHOTO CIEKTpa, BBI3BAHHBIA B3PHIBHBIM
pocTOM 4YmCIa OECIPOBOIHBIX YCTPOHCTB U OOBEMOB IIepelaBacMbIX JaHHBIX, JAeIaeT
TeXHOJIOTHM KOrHUTHUBHOro paxuo (CR) kpuTumuecku BaXHBIMEH JI  OymyIiero
TeJeKOMMYHHKalMi. JlaHHOE UccleJoBaHHEe HAaPaBJIEHO Ha PEleHHe 3aa4i JUHAMHUYECKOTo
YOpaBICHUS CHEKTPOM IIyTeM pa3pabOTKM HMUTAaNHMOHHOM MOIENH KOTHHTHBHOH
paguocuCTeMbl  CBSI3M, IOCTpOoeHHOW Ha apxuTtektype ceru LTE. B ommune
OT CYILIECTBYIOIIMX PEIICHHH, Npe/uraraemMas MoJienb o0JIafaeT MOJYJIBHOH CTPYKTYpOif, 4TO
MO3BOJISIET THOKO WMHTETPHPOBATH U OLEHHBATH DPAa3NHUYHBIC AITOPUTMBI NIPOTHO3HUPOBAHUS
3aHSATOCTH YaCTOTHBIX pecypcoB. Monenb peanu3oBana B cpere MatLab u Bkirowaer Tpu
KITIOUEBBIX MOJYJIS: MOIydb (opmupoBaHus M ob6paborkn curHanoB LTE, remepupyrommit
kapTel paauocpensl (REM); momynb oOydeHHs HPOTHO3MpPYHOLIEH HEHpPOCETEBOM MOJENH;
U MOZYJb IPOTHO3UPOBAHUS 3aHATOCTH YAaCTOTHBIX pecypcoB. OCHOBHOE BHHMAHHE YICICHO
HCTIONB30BAHUIO NEPEIOBON apXUTEKTyphl HelipoHHoW cetn Kommoropoa-Apnomsaa (KAN)
JUIS TIPOTHO3UPOBAHUS HE3aHATHIX OnokoB ruanupoBanus (SB) B xagpe LTE. B pesynbrarte
HMHTALMOHHOTO MozaenupoBanus, oxBatusiiero 10 000 xaapos, OblIa IPOAEMOHCTPUPOBAHA
BbICOKast 3((EKTUBHOCTh TpeuIokeHHOTo mojaxona. Moaems KAN obecreunna TOYHOCTB
MIPOTHO3HPOBAHMS CBOOOAHBIX YACTOTHBIX peCcypcoB Ha ypoBHe 92,23% s kagpa
qmrensHocThio 10 Mmc. [IpoBeneHHOe CpaBHHTENbHOE TECTUPOBAaHHE II0KA3aJ0, YTO
apxutekTypa KAN npesocxoaut Tpaguuuonsyio cetb LSTM 1o Tounoct npumMepHo Ha 10%
P OAMHAKOBOM KOIMYECTBE OOydYaeMbIX IapaMeTpoB, a Takke ObICTpee HOCTHUTaeT
CXOAUMOCTH B mporecce oOydeHus. IIpakTudeckas 3HAYUMOCTb DPabOTHI 3aKIIOYAETCS
B NIPEJIOCTABICHNM MHCTPYMEHTA JUIsl TOYHOH OIEHKH 3aHATOCTH CIIEKTpa M TUIAHUPOBAHUS
JIOCTyIIa BTOPHYHBIX I10JIb30BaTeNell, 4TO BeeT K 3HAUUTEIbHOMY HOBBIIICHHIO CIEKTPAIbHOH
3¢ (heKTUBHOCTH 1 HAAEKHOCTH MEPCIICKTUBHBIX OECIIPOBO/IHBIX CETEH.

KiroueBnble ¢10Ba: KOTHUTHBHOE PaJio, UMUTaIMOHHAs Moieb, LTE, npornosupoBanue
cnekTpa, HelpoHHas cerb KommoropoBa-ApHompaa (KAN), kapra paguocpenst (REM),
JTIMHAMUYECKHH JOCTYII K CIIEKTPY.

1. Benenue. PazButre OecripoBOJHBIX TEXHOJOTHI M POCT 4HCIa
MOJKJIIOYEHHBIX YCTPOMCTB NPHUBOAAT K JEPUUUTY pPagrodacTOTHOTO
cnekrpa. B pesynprare  TpagMUIMOHHBIE  METOJBI  CTaTHYECKOTO
pacrpeseneHls 4acTOT CTAHOBSTCS HEI(P(PEKTUBHBIMM, YTO CTHUMYJIHPYET
pa3BUTHE KOTHUTHBHOTO panuo (cognitive radio, CR) — TexHoioruwu,
MO3BOJIIOIIEH JUHAMHYIECKH TEPEpacHpesieNiiTh CHEKTPaIbHBIE PECYpCHI
3a CUeT aJlanTaluy K H3MEHSIOMNMCS yCIOBHSIM cpessl [1].

BhensroT cienyiomue OCHOBHBIE 3a/aud, PEIIaeMble C HOMOIIBIO
CR [2]: ananu3 pagro3JIeKTPOHHOW 0OCTAHOBKHU, ONTHMHU3AIUS YIPABICHUS
YaCTOTHBIMH PECypCaMH, BBIIBICHHE CBOOOJHBIX pPECYpPCOB IIyTEM
pa3paboTKW ¥ TPUMEHEHHS COOTBETCTBYIOIIMX aJrOpuTMOB. Kaxnas
M3 3TUX 3aJady COOTBETCTBYIOT KpYIHOMY HANpaBICHHUIO HAYYHBIX
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ncciaegoBanuii. OXHAKO U CYIIECTBYIOIIETO MHOTrOO0pasus METOJOB
YIpaBICHUS]  CHEKTPANbHBIMH  pecypcamu, (OPMHPOBaHMS  3HAHUH
0 PagHO3JEKTPOHHOH OOCTaHOBKE M HHTEIJIEKTYaldbHBIX alTrOpUTMax
MIONCKa CBOOOAHBIX PECYPCOB OTCYTCTBYET OOINas MMHUTALMOHHAS MOJEINb,
MIO3BOJISTIOINAsT MCIIOIb30BaTh Pa3/IMYHbIC CIIEHAPHH B3aWMOJCHCTBUS BCEX
ee OOBEKTOB W OIICHWBATh A(PPEKTUBHOCTh NPUMCHACMBIH PEIICHHH.
OOmass VMUTAMOHHAs MOJENb JIOJDKHa  oOJIaiaTh  CIIEAYIOUIMMU
KIIIOYEBBIMH acmekTamMu [3]: OCyIIeCTBISITh MOHUTOPUHT (30HIUPOBAHUE)
paauMocpenbl € HAKOIUIGHHEM 3HAHUM 00  OKpyKaromed cpene,
oOHapyXuBaTh KaHaJbl Iepelaydl JaHHBIX M OLEHWBATh MX HapaMeTphl,
IpeACKa3blBaTh  HE3aHATHIE  YAaCTOTHBIE  PECYpChl,  OCYIIECTBIATH
CHEKTpPaNbHOE HHTEIJIEKTYalIbHOE YIPaBICHHE YacCTOTHBIMH pecypcaMu
1 o0ecreunBaTh X TNHAMUYECKOE pacIpeieeHHe.

IIpn mocTpoeHnn Mopenn KOTHUTHBHOW PpaJHOCHCTEMBI CIIEIyET
YYHTBIBaTh, YTO KapThl pamumocperns! (radio environment map, REM)
UTPAIOT PEINAIONIyI0 POJIb B IMOBBIIICHHH CHEKTPaIbHOW 3¢ (HEKTHBHOCTH
1 Ka4ecTBa 0oOCTyKHMBaHUS OecIpoBOOHBIX cerel [4]. B pabote ommcaHbI
coBpeMeHHble ~MeToabl moctpoeHns REM: MeTombl, OCHOBaHHBIE
Ha MOAETSIX PACIpOCTPAaHEHHs PAaJHOCHUTHAIOB, METOABI, OCHOBAHHBIE
Ha JIaHHbIX; TMOpHIHbIe MeToabl. CaenaH BBIBOJ O TOM, 4TO Hauboiee
MEPCIEKTUBHBIMHU U HCIIOJNB30BAaHUS SBISIOTCS THOPHIHBIE METOJBI,
KOTOpBIE HMHTETPUPYIOT MOJEIH  PacIpOCTPaHEHHWS paJAUOCHUTHAJIOB
¢ UcKyccTBeHHBIMU HelponHeIMH ceTssMu (MHC), nocturas BBICOKOH
TOYHOCTH Jl@K€ IIPH OTPAaHMYEHHOM KOJIMYECTBE IOIYyYacMBIX IaHHBIX
HU3MEpEeHUH.

B [5—-7] ompeneneHsl OCHOBHBIE NapaMeTpsl (pa3Mep KapThl,
JUana3oH 4YacTOT, BHJA MOIYJSLHUH, MOLIHOCTb W3IIy4eHUsI), KOTOpbIE
COMIACYIOTCS MEXILy COOOH U SBISIOTCS OCHOBHBIMH JUTsI TeHeparu REM.
Taxoke TpencTaBICHBl OLEHKH 3(PQEKTUBHOCTH ITOCTPOCHHBIX MOJIEINEH.
B kadecTBe OCHOBBI 11 UMUTAIMOHHON Momenu CR BeiOpaHa ruOpumgHas
Mojenb, omnucaHHas B [7], koropas mo3BoyisieT GopmupoBath REM
10 UTEPAIUAM C HACTPAHBAEMbIM IIIATOM BPEMEHH.

3agaua oOHapyKMBAaTh KaHAJBI MEpelaud AAHHBIX U OLEHHBATh MX
mapaMeTpel  MOAPa3yMEBacT IOACTPOWKY MapaMeTpoB MPHEMHHUKOB
n nepegatankos CR ans MuUHMMH3anuMM IOMeX, KOTOPbIE BTOPHUYHBIE
nosp3oBarenu (Secondary Users, SU) MoryT co3naBaTh BO BpeMs Iepeiadn
cBoUX JAaHHbIX. Jly1s1 9TOTO penraeTcs 3ajada BHIOOpa JMana3oHa BEIIaHMs,
BBIOOp TMPOTOKOJNAa W CTPYKTypa IepelaBacMblX MAaHHbIX. B [§8, 9]
UCTIONIb3YeTCs TUaIa30H 4acTOT OECIPOBOIHOI ceTH nepenauu faHHbxX 4G
LTE, xak oaumH ux caMblXx O(QQEKTUBHBIX [UII IIUPOKOIIOJIOCHOTO
OecnpoBosiHOTO Aoctyna. Pacro3naBanue kaapoB LTE ocymecrisiercs Ha
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OCHOBE BHJa MPUMEHSIEMONW MOIYJISAINN, PACHONOKEHHS U AJIUTEIBHOCTH
CUTHAJIOB CHHXPOHM3ALMH B Kaape. ClieayeT OTMETUTD, 9TO OOJIbIIAs YacTh
OITyOJINKOBAaHHOHM JIMTEpAaTypsl MO 3TOM TEME NPEANoNaraeT CHCTEMBI,
OCHOBaHHBIE Ha cTparernu monyisimuu OFDM [3, 5, 7, 8, 10].

OtnensHOM 3amayei mpu pazpaboTke cucteM CR sBisieTcss KOHTPOIb
HavdaJla ¥ OKOHYaHUS paboTHI mepBHYHOTO mok3oBatens (Primary User, PU)
B paboueM auanasoHe yactoT. [ sddexTuBHOrO penieHus NpUMEHSIOTCS
NHC c¢ wuenplo OUEGHKM NPOTHO3UPOBAHUS  COCTOSIHHSL — 3aHSTOCTH
cnexrpa [10]. J{ng peanusanuy JaHHOTO MOJAXOJA UCIIONIB3YIOT apXUTEKTYPY
nonroit kparkocpouHoit mamstu (Long Short-Term Memory, LSTM) [11],
cetb Kommoroposa-Aphnonbaa (Kolmogorov-Arnold Network, KAN) [12],
ceeptounbie cetr (Convolutional Neural Networks, CNN), nHanpumep, B Bujie
mogmen U-Net [13]. BeiOop apXUTEKTYpBI 3aBHCUT OT CIICIIH(DHUKHA BXOTHBIX
JTAHHBIX TSI BBUIBJICHHUS HE3aHATHIX YaCTOTHBIX pecypcoB. lccnenoBanus
MIOKa3bIBAIOT, YTO TOYHOCTH IIPEICKa3aHNUsI CBOOOTHBIX YaCTOTHBIX PECYPCOB
C HCHOJBb30BAHUEM HEUPOHHBIX cereld pocturaet 90%, 4uro pemaer ux
3¢ PEKTUBHBIM HHCTPYMEHTOM B IJaHHOM oOmacTH [3].

Taxoke He MeHee BayKHBIM HarpasieHueM B CR siBisiercs pa3paboTka
n onTUuMH3alusa aJropuTMOB IIOMCKa HE3AHATHBIX YaCTOTHBIX PECYpPCOB
C YUETOM OI'paHUYCHHBIX BBIYUCIHUTCIIbHBIX BO3MOYKHOCTEH M 3a JOBOJIBHO
KOPOTKHH IPOMEXYTOK BpeMeHH 10 10 Mc.

Ha ocHoBe aHamm3a CyIIECTBYIOUIMX PEIISHUH MOXKHO CIeJaTh
BBIBO/| (6] HCOGXO}IHMOCTH CO31aHuA HMHTaHHOHHOﬁ MOICIN CR
Ha MOJYJEHOH apXHUTEKType, OOECIeUMBAIOIICH peaan3aliio OCHOBHBIX
3a7a4, pellaeMblX JAHHOW TEXHOJIOTMEH, HCCIeoBaTh IOBEICHHE BCEX
00BEKTOB M UX B3aUMOJICHCTBYS B PA3IMYHBIX CLIEHAPUSX ITOBEJICHHUSI.

PesynpraThl McclienoBaHMS MOTYT OBITh  HMCIOJIB30BaHBl  JUIS
ONTHMHU3AIMM  AJITOPUTMOB  JTMHAMHYECKOTO CHEKTPAJIbHOIO JOCTYIIA,
ITOPUTMOB TOMCKAa M OOHApY)KCHHS HE3aHATBHIX YaCTOTHBIX PECYpCOB,
TIOBBIIICHUS CTIEKTPaTbHON 3PPEKTUBHOCTH U HAJIEKHOCTH OECIIPOBOIHBIX
ceTel CIeayIoero MOKOJIeHHS.

2. DyHKIHOHATbHASA cxema HMHTANHOHHOM MO/ eJIH.
[Tpennaraercst MOxyIbHAS MMHUTAILMOHHAS MOJIENb CUCTEMBI COTOBOM CBS3U
LTE, xotopast BOCTIpOoM3BOANT (YHKIMOHHPOBAHHE M B3aWMOJEHCTBHE ee
KITIOUEBBIX 00BEKTOB: 0a30BbIX cTaHmmid (Base Station, BS) u aboneHTCKIX
(monb3oBatenbcknx)  ycrpoiictB  (User  Equipment, UE). Mogens
peaqM3oBaHa C  PSAJOM  OPUHATBIX  JONYIIEHHH:  PagMOCUTHAIIBI
pacIpoCTpaHsIIOTCSl COTJIACHO MaTeMaTHYeCKOW MOJENIH C IapaMeTpam,
NPUHATBIMH U1l  TOPOJCKOM 3aCTPOWKH; MOJIb30BAaTEbCKUE JIAHHBIE,
neperaBaeMble O  KaHalaM  CBSI3H, (OPMHUPYIOTCSI  T'€HEpaTopoM
HCCBHOCHyHaﬁHbIX YUCCII, 06"beM IIOJIB30BATCJIbCKUX JOAaHHBIX 3aHUMACT

202  HUudopmaruka u aBromarusanust. 2026. Tom 25 Ne 1. ISSN 2713-3192 (ueu.)
ISSN 2713-3206 (ommaiin) www.ia.spcras.ru



ARTIFICIAL INTELLIGENCE, KNOWLEDGE AND DATA ENGINEERING

BEChb JOCTYIHBII YaCTOTHBIH pecypc; MOINHOCTH M3JIydeHHS BCEX
YCTPOMCTB  TOCTOSIHHBI;  HM3JIydeHHE  OCYIIECTBIAETCI BO  BCEX
HaTpaBJICHUAX; 0a30BBIC CTAHIINH pabOTal0 C OJHON aHTeHHOW 0e3 ydera
BBICOTHI €€ TI0/IBECa; METOJ OPTaHU3alNH AYIUIEKCHOHN CBSI3H, IIPU KOTOPOM
nepesada ¥ IpUEM JaHHBIX MPOU3BOAATCS Ha pa3HbIX yacToTax (Frequency
Division Duplex, FDD); paguocurHaisl MpeacTaBiIeHbl B BHIE PECYPCHBIX
cetok (Matpuna OFDM-cumBosioB, sBistomiasca pesyiabratoM Dypbe-
npeoOpa3oBaHus CTPYKTYPBI, CPOPMUPOBAHHON B YaCTOTHON 00J1aCTH).

HmuTanmoHHas MOJIeIb peajii30BaHa B mporpaMmHoi cpeie MatLab
U COAEPIKUT TPU MOJLYJIS:

- MoAyib (OPMHPOBAHUS U OOPAOOTKH CHUTHAJIOB CHCTEMBI
cotooii cBs3u LTE, Brimtouaronuii noctpoenue REM;

- MoZIysb 00yd4eHHs IPOTHO3MPYIOIIEH HEHPOCETEeBOM MOIEIH;

- MOJyJIb IPOTHO3UPOBAHMS 3aHATOCTH YAaCTOTHBIX PECYPCOB IS
MOCJIEAYIOLEro BerpanBanus faHHbIX SU B pecypcHyto ceTky curHana LTE
C MCHOJIb30BaHNEM HH(OPMALIUH O HE3AHATHIX PECYpcax CHCTEMBI CBSI3H.

OyHKIMOHANBHAS CXeMa MMUTAMOHHON MOZIEIH CHCTEMBI COTOBOH
ces3u LTE ¢ nobasnennem CR npencrasiena Ha pucyHke 1.

Monyas gopMupoBanis n 06paGoTRE CHIHAIOR CHCTeMBI coToBoil cessn LTE Monyas mMpOrHOzNPOBARNS

3AHATOCTH YACTOTHEIX PecypcoB
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Monyas odyuenns nporxosupyomeii HeiipoceTeroii mogean

Puc. 1. CDyHKHPIOHaJILHaSI cxeMa UMHUTAITMOHHOW MOJIENTM KOTHUTHBHOTO paano
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ITepBorii MO/ JIb uMuTHpyeT  pabotry  cucremMbl  LTE
1 TIOCJIEZIOBATeNIFHO  (OPMHPYET BBIXOIHBIE JAHHBIE, COICpIKallue
nHPOPMANIUIO O TUHAMHUKE 3aHATOCTH YAaCTOTHOTO pecypca B BHIE KapThl
REM, xoTopas B nanbHEMIIEM UCIIOIB3YETCS IPYTUMHU MOLYJISIMU.

3amauelt Momyns oOy4deHHWsS TIPOTHO3HpYIOMIEH HeHpoceTeBoi
Mozenu sBisercs oOyuenme u TectupoBanme VHC Ha OCHOBE IaHHBIX
kaptel REM.

3agaya MOCIEAHET0 MOAYJISl COCTOMT B IPOTHO3UPOBAHUH CBOOOTHBIX
YaCTOTHBIX ~ PECYpCOB  C  OCYIIECTBIEHHMEM  OLEHKM  TOYHOCTHU
nporuo3upoBanus. [Ipu HanuuuKu HHGOPMALMK O KOJIMYECTBE U MOJIOKEHUN
HE3aHATBIX PECYpCOB B OyJylleM C IOMOIIBIO TEXHOJOTMH KOTHUTHBHOIO
paguo MOXeT OBbITh yBeNWYeH O00BeM IeperaBaeMoil  MHGpOpMaNuH
BTOPHYHBIX ITOJT30BaTEIICH M CHIDKEH PUCK co3MaHus moMex s PU.

OTINYATENEHOW OCOOCHHOCTBIO pa3paboTaHHOH WMHUTAIMOHHON
moaenu CR  sBiseTcss UCHOJB30BAaHUE  PANIMYHBIX  HeHpoceTei
U aNTOPUTMOB TIPEACKA3aHUN HE3aHATBIX PECYPCOB C OICHKOW WX
TouHOCTH. Peanmsanms oOecriednBaeTcs IyTeM HCIOJIB30BAHUS CKPUIITOB
Ha s3bIKe TporpamMMmupoBanus Python 3.10, xoTopwle HemOCpeACTBEHHO
B3aUMOJEHCTBYIOT ¢ o0O0ydueHHeIMH MozaemsiMu MHC u  BosBpamarior
pe3ynIbTaThl pabOTHI Yepe3 CHCTEMHBII HHTepdeiic.

3. Moayiab ¢opmMupoBaHuss U 00OpPaGOTKH CUTHAJIOB CHCTEMbI
coropoii cBsi3u LTE. Moayns ¢ 3agaHHBIM  BpPEMEHHBIM  ILIArOM
MOJICIMPOBAHMS OCYIIECTBISICT T€HEpPaIMi0 JAHHBIX, KOTOpPBIE OTPaKaOT
cocrossiue REM B JAHCKpeTHBIE MOMEHTHI MOJICIHUPYEMOTO BpPEMCHU
Ha 0CHOBe oOMeHa naHHbiMHA 00bekToB BS 1 UE.

JIaHHBIT MOZYJb COCTOUT M3 OJIOKOB, KOTOpBIE OOCCIICUMBAIOT:
MHUIHAATH3ANUI0 pa3Mmepa U mara REM; uanimanu3sanuo o0pekToB BS u
UE; renepauuto pacnucanus ceancoB cBsa3u UE; renepainuio nepeMenieHuin
UE; coxpaHeHue napameTpoB mojenu coroBoii cBszu LTE; BoimosHeHue
OCHOBHOTO IIMKJIa MMHUTAIIMOHHOM MOJENH, B KOTOPOM IPOHM3BOJHUTCS
OOHOBJICHHE TTapaMeTPOB BCeX OOBEKTOB B3aUMOJCHUCTBUS;, (popMHUpoBaHUE
PaaMOCUTHANIOB OT BCeX O0BEKTOB coriacHo crnenudukammun LTE [14];
BhITOsTHeHHE pacdeta REM ¢ coxpaneHueM pe3yibTaTa B OTISIBHBIN (aii.

PaccmoTpuM OCcHOBHBIE OJIOKH, BXOJSIINE B CTPYKTYPY MOJTYJIS.

1. Huuyuanusayus REM. Vauimanu3anyst OCyIIECTBIAETCS ITyTeM
CUHUTHIBAHUSI KOHCTAHTHBIX 3HAUEHHUH CIIeTyIOLINX NapaMeTPOB UMUTAIUOHHOM
MOJIENH:

- ompedenenue pasmepa u wiaea Kapmol. JlaHHBIE TapaMeTPbI
SIBJIAIOTCS HACTpauBaeMbIMU. 3HAUCHUEM II0 YMOJYAHUIO SBILIETCS pasMep
REM 20x20 sgeex ¢ marom 250 m. Ilpu Takux napamerpax miomaas REM
COCTABUT 22,5 KM, UTO COTOCTABHMO C LEHTPAILHOW YacThIO TOPOAA CPETHETO
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pa3mepa. CormacHo nanHbIM KapT okpeiTas 4G LTE [15], paccrosiHue Mexmy
cocennuMu BS B paiioHax ¢ TNIOTHOH MHOTO3Ta)KHOW 3aCTPOUKOW COCTABIISIET
500-800 M, mipu 3TOM paanyc IeUCTBHUS Oa30BOM CTAHIINH C HECYIIIEH YacTOTOH
1800 MI'm paBen 6,8 kM Ha OTKpbITOW MecTHOCTH [7]. Takum oOpaszom,
BBIOpaHHBIM  IIar CeTKW  OOeCredmBaeT  JOCTATOYHYI0  TOYHOCTB
Mozenuposanus nepemertenus UE.

—  ompeleneHue BpeMeHHbIX napamempos modenu. Vicnones3yercs
qacToTHBIM  guamazoH 1800 MIm, KOTOpeIf  sBISETCS  CaMbIM
pacnpoctpaHneHHsIM B cetu LTE. PaccmarpuBaercss TOJNBKO —pPEXUM
paaunouactotHoro gocryna FDD. IllupunHa BocXOZsllero KaHaja CBSI3U
(uplink) n Hucxozsero kaHana ces3u (downlink) HactpauBaercs. B monenn
oHa coctaBiseT 75 MI'1, 4To coOTBETCTBYET 25 pecypcHbiM O0kam (Resource
Blocks, RB) mo 5 MI'u. [Inmura nomHoro xaapa LTE B Takom cirydae paBHa
10 mc. B mvurarmonsoii Mogem CR nmeeTcst BO3MOKHOCTB ITOTYYHUTH JIFO00M
Kap B paMKax 3aJaHHOTO BPEMEHHOTO WHTEpBala HMHUTAIIHOHHOTO
MOJICTAPOBAHMSL.

2.  Hnuyuanuzayus abonenmos u  6a306blx cmanyui. ITaIll
nHmmamammn o0sektoB UE m BS ocymecTeisiercss onpeneneHneM HX
OCHOBHBIX IIapaMeTpOB U MecT pacronoxenus Ha REM. [l nHunumanusanuu
0o0bekTOB BS mcmonmb3yercst ompeneneHHas CTPYKTypa ¢ IapaMeTpamHu:
CHMBOJIbHOE oOOo03HaueHne HauMeHoBaHus cTaHnuu (eNodeBS.name),
koopauHaTel pasmenieHns (eNodeBS.position); uneHTH(PUKALNOHHBINA
nomep (eNodeBS.NCellID); HOMEep YacCTOTHOrO [Iuama3oHa CTaHIUU
(eNodeBS.freq band), crmmcok ycTpOWCTB, NOAKIIOYEHHBIX K HTaHHOH
crannuu (eNodeBS.UE RNTI); BeigeneHHBIC U paclpeesicHHbIE MEKIY
UE nomepa 6sroxoB mmannposanust (Scheduling Block, SB) st kaxxnoro n3
kaHana cBs3u: Hucxoxsmero (eNodeBS.UE DL RB) u Bocxopsmiero
(eNodeBS.UE_UL_RB).

Haumenbiiell equHuIeil 4acTOTHOro pecypca Il OCYLIECTBICHUS
nepenavyy JaHHBIX 10 HUCXOJAIICH JIMHUN SABJsieTcst SB, KOTOpBIi COCTOUT
u3 IByX cocenHnx RB Ha omgmHakoBBIX mogHecymux. O0beM YacTOTHOTO
pecypca Ui OCYIIECTBJICHHS Tepeadydl AaHHBIX MO0 HUCXOMAIMICH JIHHHUN
cBsA3M Kaxmoi BS mpexcraBmen Ha pucyHKe 2 B BHIAE PECypCHOH CeTKH
C HEOOXOIMMBIMH CITy>)KeOHBIMH ITaHHBIMH [9]: pacmperneneHne pecypcoB
(PDCCH), manHbIe IS HECKOJNBKUX TEpBHYHBIX ToJib3oBateneid (PMCH),
¢opmar mnepenaBaembix naHHblXx (PCFICH), nanHble oOpaTHO# CBsi3u
ot nepBuuHbIX monb3oBateneid (PHICH), monw3oBatensckue (PDSCH),
onopubix curHanos (RS), mepBuunas cunxpormocnenoBarensHocTs (PSS),
BTOPHUYHAs! CHHXPOIIOCIIE0BATENbHOCTD (SSS).

Ha pucynke 2 3eneHbIM KOHTYpOM BBIJEJICH NEPBBIM U MOCIEAHUN
noakaapel. CHHMM KOHTYypoM oOO3HaueHbl cocequue RB, koropsie
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B TEUCHHE OJHOTO TOJKaIpa oObemuHSAIOTCS B oauH 0ok SB. Hymepanms
OJIOKOB OCYIIECTBIISIETCS CHHM3Yy BBEPX M HAlpPaBO, HAYWHAs C JICBOTO
HwkHero yria. K mpumepy, Ha pucyHke 2 yka3aHo, 9To RBNel u RBNe26
obpazytor SBNel. Crnenyer oTMeTHTh, 9T0 y Kakaoit BS xommaectBo SB
JUTA HUCXOIAMIEH CBs3M B TeueHHe onxHoro kazapa (10 mc) cocraBmiser
Ny, =250, uro cooTBeTcTBYeT 25 SB B 0tHOM nojkaape (1 mc).

Tepauiii moakazap Tocnenii nonkazp

{_RI ! i Homep OFDM civBosia

Puc. 2. O6peM 9acTOTHOTO pecypca 0a30BOI CTAHIIUK ISl OCYIIECTBICHUS
nepeaady aHHBIX 10 HUCXOSIIeH JTMHUK

B umutanmonnoi monenu LTE nns 6a30BBIX CTaHIMN UCTIONIB3YETCS
JKECTKOE TIOBTOPHOE WCITOJIb30BAHUE IIOJIOC YacTOT JUISl HHUCXOJSIIAX
7 BOCXOJSIIIAX KAHAIOB CBs3W. IIpM TakoM IOAXONE MMPOUCXOIUT
pa3Omenue pabodero [auama3oHa YAacTOT HA TPH IIOJNOCH, KOTOPEIC
HCTIONB3YIOTCS pa3nunyHbiMu BS, nmpraem BS ¢ oguHaKOBRIME 9aCTOTHBIMHU
mojocaMd He TpaHmdatr Apyr ¢ napyrom [16]. Paccrosame mexay BS
B umuTaruonHord mozenu LTE BeiOpaHo paBHBIM | KM, 4TO coriacyercs
pacnonioskenueM BS mipu cpeHel 1 HU3KOH TNIOTHOCTH 3aCTPONKH.

Komunuectso UE, moakmoueHHBIX K 0AHOH BS, 3aBUCHT OT 00111eT0
00beMa e YacTOTHOTO pecypca, KOTOPBIH Ha MPOTSDKEHHHM BCETO Kajpa
B UIMUTAIMOHHOK MojenH cocTaBisgeT 250 SB. CnegoBarenbHo, K oguoii BS
MOXeT MoJkIounuThesi MakcuMyMm 250 UE ¢ ydeToMm TOro, 4ro KaXIomy
OyzeT BBIAETICH TOJIBKO oauH SB.

KomnuectBo 00bekToB UE B mmuranmonnoit monenmu LTE sBisercs
HacTpamBaeMbIM mapameTpoM. CTaHIAPTHBIA CIEHApUH HWMHTAIHOHHOTO
moaenupoBanus onpeaesier 30 UE u 7 BS.
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O0bekTsl UE MHHUIHAH3UPYIOTCS. ¢ TIOMOIIBIO Habopa MapamerposB,
OIIPENEIAIONIMX €ro cocTosiHue M KoH(urypammo. K Taknm mapamerpam
otHocsares:  maeHTrpukatop (UE.RNTI), xoopmunater (UE.position),
MakcuMaibHass MomHOcTh nepegatauka (UE.maxPower), cratyc akTuBHOCTH
(UE.status), CIMCOK JOCTYNHBIX OAa30BBIX CTaHIWMH B paniyce IeHCTBUA
(UE.base), mmentudukarop Texymeir obcmyxwusaromeidr BS (UE.NCellID),
HazHa4yeHHbIH yacToTHbIN quana3oH (UE.freq band) u BleneHHbIe YacTOTHEIE
pecypebl Bocxosimero kanana (UE.RB). KiroueBbiM mapamerpom siBisieTcs
tun ycrpoiictBa (UE.type), koropsiit kinaccuduimpyer UE kak PU wm SU.
Jannas kiaccudukanmst onpenensier, OyAyT JIM €My TapaHTUPOBAHHO
BeIJeIeHb! pecypcel BS. J[nsa ycrpoifcte Tuma SU peanu3soBaH MeXaHH3M
MPOTHO3MPOBAHUSI CBOOOJIHBIX PECYPCOB HA MOMEHT X aKTUBALMH.

Ha pucyHke 3 mpencTaBieHO NEpPBOHAYAIBLHOE PACIOIOXKEHHE
MozemupyeMbix 00bekToB BS 1 UE Ha REM pasnuuHbIx pa3mMepoB st IBYX
CIICHAPHEB.

123 4 5 6 7 8 9 1011 12 13 14 1516 17 18 19 20

1
2
3
4
5
6
7
8
9

S L S I

v 0)
a30BBIC CTAHLIUI . AboHeHTCKHe %// AOGOHEHTCKHE yCTpoicTBa
(BS) ycrpoiictsa (UE) . (UE), ocymiecTustonye

nepeziavy JaHHBIX
a) REM 20x20, 30 UE, 7 BS; 6) REM 5x5, 7 UE, 1 BS
Puc. 3. Pacnionoxenue 00beKToB aOOHEHTOB M 0a30BBIX CTaHIUI HA KapTe

[epBrrit cueHapuil mpemycMmarpuBaeT pacrnosioxxkenne 7 BS wm 30
ycrpoiicte UE Ha kapre REM c¢ pasmepamu 20x20 sgeex (prcyHOK 3(a)).
Bropoit Mmomemupyemsiii ciieHapuii comepxxut ogHy BS m 7 UE Ha kapre
REM pasmepom 5x5 sueex (pucyHok 3(0)). Koopaumuatsr oObektoB BS
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Ha REM He m3MenstoTcs B mporiecce MoaenupoBanust. O0bektel UE Moryt
TepeMeInaThcs ¥ HaXOAUTHCA B JBYX COCTOSHUSX (ITACCHBHOM M aKTHBHOM),
OTpaXaIOLIMX UX IOBEIEHUE B CeTH CBs3U. B aktuBHOM cocrossHun UE
OCYIIECTBISIET ~ TepeJady [MaHHBIX, KOTOpas MOIEIUpPYETCS  IyTeM
HCIOJIb30BaHUS BCEX BbIAEIEHHBIX pecypcoB ais atoro UE.

JIis TIpeCTaBICHHOTO PACIIONOKEHHST OOBEKTOB IO CICHApUIO 2
(pucyHnok 3(0)) B Tabnuue 1, npuBeaeH npumep koHuryparmu oobextoB UE.

Tabnuua 1. MHunuanu3upoBaHHbIC 3HAUCHHUSI OCHOBHBIX mapaMeTpoB 00bektoB UE
Haumenosanue,
napametp [Tun UE Nel UE Ne2 UE Ne3 | UE Ne4 UE Ne5 | UE Ne6 | UE Ne7
JIAHHBIX]
Haumenosanue
ycmpoiicmea, #1 PU #2 PU #3PU |#4PU #5PU |#1 SU #2 SU
name [char]
Koopounamer
pacnonodicerus, [5, 3] [1, 3] [3,1] [3, 5] [5,2] [2,5] [2, 1]
position [int, int]
Hoenmugpuxamop BS,
NCellID (int)

Homep uacmomnozo
ouanasona BS, 1 1 1 1 1 0 0
freq_band (int)
Hoenmugpuxayuonnwiil
Homep UE, 1 2 3 4 5 6 7
RNTI (int)
Ozcpanuuerue Ha
MowHocms nepedayu, | 23.0 23.0 23.0 23.0 23.0 23.0 23.0
maxPower (double)
Buvioenennvie pecypcol
ons [10, 11, [[14, 15, [18, 19,
8ocxo0sAUel TUHUU, 12, 13] | 16, 17] 20, 21] 1 (]
RB [int, ....]
Cmamyc
aKmueHoCmi, 0 0 0 0 1 0 0
Status (bool)
Pacnucanue
nepemeuyenust

no kapme REM,
trajectory (int, int, int)
Coceonue BS 6
paouyce

suoumMocmu,

base (cell)
Pacnucanue nepedauu
OaHHbIX, 5887x2 5875%2 5650%2 | 5889x2 6512x2 | 5756x2 | 5751%2
dataTransfer (int, int)
home_time 47 29 113 232 14 230 48
work_time 393 375 459 578 360 576 394
Tun ycmpoticmea,

type (PU o SU) PU PU PU PU PU SU SU
Pecypcrou cemku 0ns
Ces3U o 1872x 1872x 1872x 1872x
80CX00AUEeMY KAHATY, 1872140 1872140 140 1872140 140 140 140
remSimp (int8)

—_
—_
—_
—_
—_
(=]
(=]

455x3 455x3 455x3 | 455x3 455x3  {10,2,5] |[0,2, 1]

0x0 cell 0x0 cell 0x0 cell | 0x0 cell 0x0 cell [ 0x0 cell |0x0 cell
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B Tabmune mpencrasieHsl mapameTpbl it kaxmoro UE, ¢ yaetom
TOTO, YTO OHH MOJKIII0UEHB K BS1 ¢ BBIIeIEHNEM UM 9aCTOTHBIX PECYPCOB.
B nmamHOoM mpumepe o00bekThl oT UE Nel g0 UE Ne5  sBisroTcst
ycrpotictBamu tina PU, a UE Ne6 no UE Ne7 yerpoiictBamu tuma SU.

Jomomantensao BKIrodeH napamerp UE.remSimp, KOTOpEIi XpaHUT
3Ha4YeHHEe C(HOPMHUPOBAHHON PECYpCHOM CETKH ISl CBSI3H MO BOCXOISAIIEMY
kaHanmy (uplink) ms xaxmoit UE. Dror mapamerp mpexacTasiseT coOoi
Matpuiy paszmepoM 1872x140, uro cootBeTcTByeT 1872 moaHecymum
gacroraM u 140 ODFM cumBonam. Ilpu uHHIManu3anuu Marpuna
3anosHseTcs HysiMu. [Ipu GopMUpOBaHUM PECYPCHOM CETKU OTACIBHO s
kaxxgoro UE 3HaueHus1, XpaHUMBIE B KaXKJI0M sIYEHKE, OIPEIENI0T YPOBEHb
CUTHala Ha COOTBETCTBYIOLIEH moaHecymied. 3HadeHHs MaTpUIlBI
UE.remSimp mepecuynThIBalOTCA KaXkOwlii pa3, xorma UE Menser cBoi
CTaTyc aKTUBHOCTH.

3.  @opmuposanue pacnucanusi nepemeujeHull U Ceamcos8 Cesa3u
UE. Tlpouecc ¢popMHpOBaHUs pacHuCaHUs s aDOHEHTOB IMOIpa3yMeBacT
co3maHue IIAOIOHHOW CTPYKTYphl. JlaHHBIN ™Ia0lOH 3amgaeT cocTaB
U TIOCIIEAOBATEIFHOCTD YIIPABISIONIUX ITAPAMETPOB, K KOTOPBIM OTHOCSITCS:
BpeMeHHas MeTka (OTcHeT B THpejesax CYyTOK), KiaccupuKauus JIHS
(paboumii, BEIXOJHOW WM TPa3THUYHBIN), A€Hb HEJENH, a Takke Hemels
B paMkax Tekymiero Mmecsua [17]. IlomydenHsle m1aGnoHBI 006JamaioT
(UKCUPOBAHHOW  ANUTEIBHOCTBIO,  KOTOpas  3aBHCHUT  OT  IIara
MOJICIUPOBAHMS, Ha HX OCHOBE ONPEACIAIOTCA: BpPEMS HHHUIMATIH3AIUU
COOBITUS W €ro JIUTEIBHOCTh B TEUYCHUE CYTOK. | eHepamms MIaOlIOHOB
MpeJCTaBICHA HA JIUCTHHIE | W CONEPKHUT Mepedop BCEX BO3MOXKHBIX
KOMOWHAIIMA CBOWCTB W TPHCBOCHHS KAXKIOH W3 HUX YHHUKAJIBHOU
OMHapHOI 1ocIen0BaTEIFHOCTH, CHOPMHUPOBAHHOH Lienbio MapkoBa.

IMpn wHUDManu3anuu Moaenw  (GOpPMHUpYyeTCs KaJleHIaph Ha
yCTaHaBIMBAaEMOE KOJHMYECTBO MHEH, KOTOPBHIH BKIIIOYAET PEryJIPHYIO
CeTKy pabouuX M BEIXOAHBIX JTHEH C 10OaBIeHnEM HEOOIBIIOTO KOJINIECTBA
Mpa3gHUYHBIX JHEH CIydaifHbIM 00pa3zoM. 3ateM Juisl Kaxaoro oobekra UE
Ha OCHOBE CTPYKTYpHI-IIa0IoHa (OPMHPYETCSI MOCYTOYHOE paclrCaHue
IepeMeIleHnd U CeaHCoB CBS3M. PacrucaHue rnepeMeieHuidl npeacTaBiseT
co00i CHHCOK, COAep KAl OTCYET BPEMEHH M IIEJIEBHIE KOOPIMHATHI
Wcnone3ytorcs n1Be onopHbie Touki Ha REM: paboduee mecTo n momamntaee
MECTO, a TaKKe ONEepHpYeT 3HAUYEHHSIMH Hadana M KOHIA pabouero JHs.
B paboune mHu u pabouee Bpems 00bekTsl UE HaxonsTest o KoopauHaTamMm
CBOMX pPaboYnMX TOYEK, B OCTAJbHOE BpEMs OHH IIEPEMEIAloTCs Ha
JIOMalIHue TOYKH. PacnucaHue ceaHCOB CBSI3U BKIIIOYAET CIIMCOK BPEMEHU
Hayaja ceaHca M €ro JUIMTEJILHOCTD [7].
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emitions = [0.50.5; 0.5 0.5]; % maTpuua BblbpocoB
result_data = {}; % vHULUManu3auns Tabnuupl pacnucaxvs
for I = 1:number_UE % LMK MO KaxaoMy aboHeHTy
n=1; % VHULManu3aLns cYeTunKa Hymepaummn
3anucen
data = table; % WHULManu3aLys HOBOW 3anucy
for i = 1:days_in_week % LMKIT MO KONMYECTBY AHE Hefenm
forj = 1:days_in_type % LK MO KONMYECTBY TUMOB AHEN
for k = 1:week_in_month % LK NO KONWYECTBY HedenNb B MecsLe
data.Combination(n, :) = % 3anncb KOMOMHALIMN HOPMUPOBAHHBIX
NpU3HaKoB

[i / days_in_week j / days_in_type k / week_in_month];
state_1=0.85+ (0.1 *rand()); % BeposTHOCTL Nepexofa B Apyroe
COCTOSHWE
state_2 =1 - state_1; % BEpOSITHOCTbL NEepexoAa B TO e COCTOsIHIE
transitions = [state_1 state_2 % MmaTpuLa nepexonos
state_2 state_1];

[~, state] = % reHepauus nocneaoBaTeNnbHOCTH
hmmgenerate(samples_in_day, transitions, emitions);
data.Base(n, :) = state - 1; % 3anncb HOPMMPOBAHHOM
nocnefoBaTenbHOCTH
n=n+1; % yBENUYeHMe CYeTUMKa
end
end
end
result_data{l} = data; % pobaBneHue 3anucu B Tabnuy
end

Jluctunr 1. Ienepanns m1abIoHOB

B pacnucanue ceaHCOB CBA3M [JONOJHMUTEIBHO HAJIAKUBAETCS
HMITYJICHBIM IIYM «COJIb U IEpeL 3aJaHHOM IJIOTHOCTH, KOTOPBI BHOCUT
B TOTOBEII MA0JIOH YHUKAJIBHYIO XaOTHIHOCT. [IporpaMMHEIi Ko7 JaHHOH
omepanyy TPEACTaBICH Ha IJUCTHHTE 2. JIONMOJIHHUTENHFHO OOHYIISIOTCS
HAYaJdbHbIC W KOHCYHBIC ()parMeHTHl MIA0JIOHOB, YTO COOTBETCTBYET
HOYHOMY BPEMEHU CYTOK, Koraa 00bekT UE He akTHBEH.

IIpencraBneHHbIi AITOPUTM OCYILIECTBIISIET nepebop
chopmMupoBaHHbIX Ma0I0HOB s Kaxaoro oosekra UE. [lpu coBnaaenuun
koMmOuHanuii mosenenusi, y oaHoro UE jpoGaBisiercs B 11a0ioH
AMIYJIbCHBI  IIyM  3aJaHHOM  IUIOTHOCTH, KOTOPBIA  HMMUTHPYET
ONPEICIICHHBI YpOBEHb HEIPEICKA3yeMOCTH IOBEACHUS, XapaKTEPHBII
IUTA peaJbHBIX aDOHEHTOB.
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for m = 1:number_UE % LMK No KaxgoMy aboHeHTY
prepared = []; % VHMLManu3aums maccuea
noBeeHus
fori = 1:years * days_in_year % LMKIT MO KONMYecCTBy NeT
for j = 1:height(ref{m}) % LK No roToBbIM WabnoHam
if (week(;, i) == ref{m}.Combination(j, :)) % ans noaxopsLien komMGuHaLN
temp = imnoise( % pobaBneHve B WabnoH MMNynbCHOMO
wyma
ref {m}.Base(j, :), 'salt & pepper’, noise_p)’;
temp(1:UE{m}.home_time) = 0; % 06HyneHWe [aHHbIX B yTPeHHee
Bpemst

temp(UE{m}.work_time:samples_in_day) = 0; % obHyneHne p[aHHbIX B
BeYepHee Bpems
prepared = [prepared temp]; % nobaenenue parmeHTa
noBeseHus
end

end
HI/ICTI/IHF 2. FeHepaum{ C I[O6aBJ'[eHI/IeM HUMITYJILCHOT'O IITyMa

4. Obnosnenue nosuyuii abonewmos. Ha kaxgom 1miare
UTEPAIMOHHOTO MPOLECCa MOJICIIU IPOU3BOIUTCS aKTYAIU3aLUs KOOPIHAT
a0OHCHTCKUX YCTPOMCTB B COOTBETCTBUU C HA3HAYCHHBIMH TPACKTOPHUSIMHU
ux mnepemernienuii. Ha nuctunre 3 mpezcraBieHo (QyHKIUS OOHOBJICHUS
koopauHaTHbIX no3unuii UE.

function time_ = MoveUE(time)
global flag_move;
global UE;
kol_eu = size(UE, 2);
flag = false;
for num_ue = 1:kol_eu
k = find(UE{num_ue}.trajectory(:,1) == time); % nowck B pacnucaHum
if (isempty(k) == 0)
UE{num_ue}.position = UE{num_ue}.trajectory(k, 2:3); % nepemeLyexne UE
flag =true; % ycTaHoBKa ¢pnara Ha MPOBEPKY NEPENOAKITIOHEHNS

end
end
flag_move = flag_move | (flag); % obHoBnexue rmobansHoro dnara Ha NPoBepKy
nepenoaKnoyeHmus

end
Jluctunr 3. OyHKMS 00HOBIEHHS KOOPIUHATHBIX mo3unuii UE

AHFOpI/ITM U3 JUCTHHIa 3 OCYHICCTBJIACTCA IMOUCK B pPaCIMCaHUUN
Kaxzaoro abonenra BPEMCHHOI'0 OTCUYCTA, 3aAaHHOro0 4Y€epe3 aprymMeHT
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¢dbyHkmu. Aprymenr, nepeaaBaembiii B ¢pyHkiuio MoveUE(time), xpaHut
BPEMEHHOW OTCYET MOJAEIUPOBaHUSA CcHUCTEMbl. [Ipu MoOXUTETBHOM
pe3yibTaTe MOMCKa ocymiecTBisieTcs mepeMenieHne oosexkta UE B HOBBIE
KoopAnHATHL. Tarke yCTaHaBIMBAETCS JIOTHUYECKUH (hiar, HHUIHHAPYIOMIHN
MIPOBEPKY IeIeco00pa3HOCTH MOIKIIOUeHHsT K npyroii BS Ha ocHoBe
CpaBHEHUS YPOBHEH MOITHOCTH CHUTHAJIA OT COCEIHIX 0a30BBIX CTAHIIHH.

Jluctuar 4 omnmchiBaeT KoX (YHKIUH TPOBEPKU  YCIOBUI
nepenogkiroucHuss 00bekTa UE Kk  HOBOM 0a30BOM  CTaHIMK WK
OTKJIIOUEHHE OT TeKyleil BS ¢ mepepacnpeneneHreM 4acTOTHBIX PECYpPCOB.
VYcnoBueM NEPENOAKIIOUEHUS] SBISETCS IPEBBILICHUE YPOBHS CUTHAa
oT npyroi BS Haj ypoBHEM cHTHAJA TEKYIEH CTaHIIUU.

function time_ = Reconn_simp()

global UE; % cnucok Bcex yctporcTs UE
global eNodeBS; % cnmcok Bcex cTaHuuin BS
global flag_gen_rem; % conar ans nepereHepavm REM
kol_ue = size(UE, 2); % onpepnenenune konuyectsa UE
yCTpOWCTB
for num_ue = 1:kol_ue % nepebop no Bcem ycTpoiicteam UE
if (stremp(UE{num_ue}.type,'PU")) % ecnu ycTpoitctso umeet Tun PU
out = near_base(num_ue); % OLieHKa YCMOBMIA NOAKIMIOYEHNS K KaX A0
S
else
out=0; % nepenopkntoyeHne He TpebyeTtcs
end
switch out % BbIOOp LEeNCTBUS
case -1
disconnect_ue(num_ue, UE{num_ue}.NCelllD); % otkntouenne UE
flag_gen_rem = true; % ycTtaHoBKa chnara ans reHepauun REM
case 0
continue
otherwise
disconnect_ue(num_ue, UE{num_ue}.NCelllD); % otkntoueHue UE
connect_ue(num_ue, eNodeBS{out}.NCelllD); % nogkntoveHune UE k
HoBoW BS
flag_gen_rem = true; % ycTaHoBKa thnara ans reHepayun REM
end
end
end

Jluctunr 4. OyHkys npoBepky ycioBui nepenoakrodenus oosexra UE k HOBOI
0a30BOi1 CTAaHINM MM OTKIIIOUCHHUE OT TeKymei BS ¢ mepepacnpenenenuem
YaCTOTHBIX PECYPCOB
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Omnepamysi TEpernoAKIIOYCHNS OCYIIECTBISETCS ITyTEM BBI30Ba
¢yakunn  disconnect ue() m connect ue(), KOTOpbIE  OTBEYAIOT
3a OTKJIIOYEHHE OT CTapod M IOAKIIOUYEHHWE K HOBOM  CTaHIUM
C pacmpefeNicHHeM BCETr0 YacTOTHOTO pecypca cooTBeTcTBylomeid BS.
Pacnpenenennto  momekar — 3ape3epBHpoBaHHBIE  Omokm  SB mma
HUCXOAIIEH JTUHIA (eNodeBS.UE DL RB) MEXITy BCEMU
nonkaroueHHBIME  o0bekTamu UE. PacnpeneneHue 4acTOTHOTO pecypca
OCYIIECTBIISICTCS MO aITOPUTMY, OIIMCAHHOMY B paborte [7].

Bo3morxHa CUTyalus, Koraa nmpoucxoAuT TOJIBKO OTKJIFOUCHUEC IIpU
YCJIOBUH, YTO 3HAYCHUE NPUHUMACMOT'0 OT BCEX CTaHLII/Iﬁ CUrtHajia MCHbIIC
IOpPOTroBOro YpOBHA IOMEX. B Takmx Clly4dasx IMpoOuCXOJUT TOJBKO
OTKJIIOUYEHHE C TMOCIEAYIOIUM paclpeAesieHHeM YacTOTHOTO pecypca
Mexy octaBmumucs oosektamu UE, TOIKITFOUeHHBIME K KOHKpETHOH BS,
Kak mokaszano B Jluctunre 5.

function err = disconnect_ue(num_ue, NCelllD)

global UE; % cnucok Bcex ycrponcts UE

global eNodeBS; % Cnucok BCex cTaHumuin BS

global KOL_RB;

NDLRB = KOL_RB; % KONWU4eCTBO PecypCHbIX 6MOKOB (LUMpUHA
kaHana)

kol_eb = size(eNodeBS,2); % KonnyecTBo cTaHumin BS

num_eb = 0;

kol_all_ue = size(UE,2); % konuuectso ycTponcts UE

% Mowuck 6a3o0Boi CTaHLWK, K KOTOPOI NOAKIIOYEHO YCTPOACTBO

fori=1:kol_eb
if (eNodeBS{i}.NCelllD == NCelllD) % ycnosue cosnageHus
num_eb = i; % 3anomuHaem nopsiakoBbIi Homep BS
break;
end
end

buf = size(eNodeBS{num_eb}.UE_RNTI); % Cnucok Bcex ycTpoicTs
MOAKII4EHHbIX K BS

Xx = buf(2); % KonuuecTso nogkmiodenHbIx ycrponcts UE
num_eb_ue =0;
RNTI = UE{num_ue}.RNTI; % WpeHTndpmkaTop OTNy4aemoro ycTpoiicTea

% lMowuck Homepa yCTporcTBa cpeay Bcex NoakntodeHHbIX yerpoiicts UE k
HangeHHon BS gns ee nocneaytoLero oTKIioYeHs
for i=1:xx
if (eNodeBS{num_eb}.UE_RNTI(i) ==RNTI)
num_eb_ue =i;
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break;
end
end

% OBHyneHe BblLENEHHOro pecypca
eNodeBS{num_eb}.UE_RNTI(num_eb_ue) = [];

% Pacnpenenenve SB mexay UE no HUCXOASLLEN IMHUM CBS3N.

buf = size(eNodeBS{num_eb}.UE_RNTI); % KONMYECTBO MOAKIIOYEHHBIX
yctpoiicts UE

kol_ue = buf(2);

if (kol_ue == 0)
k1=0;
p1=0;
else
% BbICuMTLIBaEM MO paBHOMY konnyecTy SB Ha kaxgoe UE ycTpoiicTeo
k1 = fix(((NDLRB*10)-2)/kol_ue);

p1=1:k1*kol_ue; % HOMepa BCEX pecypcoB MOANEXaLLMX pacrpenenieHmno
pl=p1+1;
end

% Pacnpenenenne SB mexay UE no k1 6nokos.
u=1;
p3=[I;
for i=1:kol_ue
p3(i,1) = eNodeBS{num_eb}.UE_RNTI(i);
for j=1:k1
p1(2,u) = eNodeBS{num_eb}.UE_RNTI(i);
p3(ij+1) = p1(1u);
u=u+1;
end
end

eNodeBS{num_eb}.UE_DL_RB=p3; % 3anucb NTOroBOro pacnpegenexus
pecypcoB

% OBHyneHe HdopmaLum o noakmoyeHun k BS ans obpabarbizaebmoro UE
UE{num_ue}.NCelllD = 0;
UE{num_ue}.freq_band = 0;
UE{num_ue}.maxPower = 0;
UE{num_ue}.RB =];
err=0;
end
Jluctunr 5. @ynxuusa orkmoueHus UE ot BS
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Anroputm  pabotel  QyHkmmm  ortkimroueHus — disconnect ue()
OCYWIECTBJISICT MOWCK CTaHIUHM, K KOTOPOH OBUIO MOAKIIOYEHO
paccMmarpuBaeMoe YCTPOHUCTBO c MOTy4CHUEM nHdopmanuu
0 pachpesielleHun PECypcoB MEKAYy BCEMH MOAKIIOYEHHBIMH K HeEH
oowvextamn UE. Jlaimee mpoBepsieTCss COOTBETCTBHE IOPSITHOTO HOMeEpa
oTKIII09aeMoro aboHeHTa ¢ HoMepoMm RNTI, xoTopsiii ucmomp3yercs ams
pacnpeneneHus pecypcoB. Ha cremyromem JTame OCYIIECTBISAETCS
OoOHyJIeHHE paclpeIesICHHBIX PECYPCOB U ONpEJeNICHHE KOJIHMYeCTBa OJIOKOB
SB mns  ocraBmuxca ycTpoWcTB. PacmpeneneHue ocymecTBusercs,
MOCJIEI0BATENILHO 3aKperisisl 3a KaxapiM 00bekToM UE paBHOE Koin4ecTBO
omokoB SB, Qukcupys mis Kaxgoro u3 Hux wuiaeHtuduxatop RNTI
YCTPOMCTBA, KOTOpPOE 3aHUMaeT ATOT OJiok. OKOHYATEIBHBIM 3TArOM
MIPOM3BOAUTCS OOHYyJICHHE MH(POPMAIMK B CTpyKType oTkmodaemoro UE
0 0a30BOH CTaHIUH, K KOTOPOH OCYIIECTBIISUIOCH TTOIKITIOUCHHE.

Paccmorpum mpumep u3 pucynka 3(0) u tabmumsl 1. [IpencraBmim,
gro ycrpoiricteo UE (U2) Bemuto w3 pagmyca Buammoctu BS. Torma
JTAHHOE YCTPOMCTBO OYAET OTKIIOYEHO C IepepacpeneeHHeM YacTOTHOTO
pecypca 6azoBoii cranuuu. Ha pucyHke 4 mpeacraBieHO paclipeneieHue
pecypcoB no otkmouenust UE (U2), a Ha pucyHke 5 mociie OTKIIOYEHUS
¢ IIepepacipeecHIeM.

2007

150

Howmep nozecymieii actorst

100

Yacrommii pecype v Al

i """ Yacrormmit pecype s Ad 3 % Yacrotmmiii pecype uia AS

Puc. 4. Pactipenenenue pecypcoB BS no orxmouenus UE (U2)

W3 pucynka 4 BugHO, uTo KaxjaoMmy mnoxaxmodeHHomy UE k BS
BBIJICJICHO PaBHOE KoundecTBO OyiokoB SB, a umenno 49 enunnin. Tak,
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nanpumep, 1t UE(U1) Beiaenensr 61oku SB moa Homepamu ot 2 1o 50.
Jlnst Goyree HarnsaHOTO TpencTaBieHus BbiaeneHue SB s kaxaoro UE
OCYIIECTBIISIIOCH MOCIE/IOBATENLHO IPYITIAMH COCE/IHUX OJIOKOB.

\ SB N°ZSO !

Homep nozmecymeii uactoTs!

SB N'°276 |

| SBN26 | Howmep OFDM cuvsona

Yacrormstit pecype s A2 ' Yacrornuii pecype s A3

" Yactormii pecype s AS

Pnc 5. Pacnpeneneﬂne pecypcos BS nocne otkmouenus UE (A2)

U3 pucyHka 5 BUAHO, YTO KOJUYECTBO BBIICICHHBIX OJIOKOB SB yis
kaxmporo oowekta UE yBemumumics no 62, a mis UE (U2) pecypcos
BBIZEIIEHO HE OBLIO.

5. Obnoerenue cmamycos abowenmos. VI3SMEHEHHE CTaTyCcOB
aKTUBHOCTH a0OHEHTCKMX YCTPOMCTB Ui Tepefaddl JaHHBIX B
COOTBETCTBUH C UX WHAWBHIYAILHBIM pacliucanneM. B Moxenn peanm3oBaH
nepebop oobekToB UE ¢ IOMCKOM 3amvcy B paciCaHUM O Hadaye ceaHca B
JaHHBIH MOMEHT BpeMmeHH. [Ipm OOHapyXeHHH TWOAXOIAIICH 3amuch
cootBercTByomUil 00bekT UE wm3MeHseT cocrosiHue Ha aktuBHOe. Ha
CEIYIOIICH WTepaliid yCTPOMCTBO CBSI3bIBAETCS CO CBOCH paboueit
CTaHUUEHN U HaYUHACT [epeiady JaHHbIX. [l nepenady UCrob3yrTes Bee
BBIJICJICHHBIE JaHHOMY YycTpoicTBy Onoku SB. Ecim obwvekr UE He
aKTHBEH, TO IS CBA3M IO KaHaJaM BBEPX M BHHU3 HCIOJb3YETCs TONBKO IO
onHoMy Osoky SB w3 cmucka BBIJENEHHBIX, KOTOPBIE HMHTHPYIOT
pa3IHYHBIC CEPBUCHBIC aHHBIC.

Ecim Bpemst ceaHca CBSI3M NPEBBICHIO JTUTEIBHOCTD, YKa3aHHYIO
B pacIlUCaHWM, a0OHEHT 3aBepllacT Iepenavyy MaHHBIX W TEePeXOJUT
B HEaKTHBHOE cocTosHHe. Ha m1ro0oe HW3MEHEHHEe W3MEHEHHs cTaTyca

216  HWudopmaruka u aBromarusanust. 2026. Tom 25 Ne 1. ISSN 2713-3192 (uieu.)
ISSN 2713-3206 (ommaiin) www.ia.spcras.ru



ARTIFICIAL INTELLIGENCE, KNOWLEDGE AND DATA ENGINEERING

nepesadydl  yCTaHABIMBACTCS JIOTHUECKHI (iar B HCTHHHOE 3HAUYCHHE,
OTBEYAIOIINH 3a 3arpoc Ha nepepacueT REM.

6. Obnoenenus  cocmosanuii  obvekmos BS. C  1enbro
(dbopMHupOBaHHS HWMHUTAIMOHHOTO paJdocWTHaNa oOT BS  cormacHo
cnemmnukanuu LTE, 8 MatLab npumensiercs gyakmus lteRMCDLTool() ¢
mapameTpamu, KoTopas 3amyckaer mnpmiaoxenne «LTE Waveform
Generator» ¢ 3amaHHOW KoHQurypanued. Ilapamerpamu  QyHKIMK
BBICTYNAOT: KoHGUrypaius BS B BHIE CTPYKTYphl JaHHBIX M BEKTOP
nHpOpMALMOHHBIX ~ OMTOB Ul pealu3alMy  ICEBIOCIyYaiHOTO
pacnpeieneHus YaCTOTHBIX PECYpPCOB B T€HEPUPYEMOM KaJipe.

HauanpHoit koH(urypaimueit s Bcex 00bekTOB BS sBnsercs
JTaJIOHHast Mojenb KaHaima R.6 [14], koTopas nomonHseTcs MmapamMeTrpaMu
B 3aBUCHUMOCTH OT BpPEMEHHOTO IlIara MOJCIHPOBAHUS, IOAKIIOYCHHBIX
oosexToB UE K Hel, a Takke craTyca aKTUBHOCTH mocienHux. CraTtyc
aKTUBHOCTH IIOKa3bIBaeT, OCYIIECTBIAICTCS JIM Teperavya  JaHHBIX
B TEKYIIM MOMEHT MOJICITHPYEMOTO BPpeMEHH.

WudopmannonHsie OUTHI, MPEICTABIIONINE IOJE3HYIO HArpy3Ky,
MepesafoTcsl B BUAEC MACCHBA SYEEK, COMEPIKAMIETO OIWH WM JBa BEKTOpa
OUTOBBIX 3HaueHW. B JanbHeWIieM OHM IMKIMYECKH 3aMOJHSIOT BECh
BBIJICJICHHBIE 00beM 4YacToTHOro pecypca. Ilpumep dopmupoBanus
HMHUTALMOHHOTO paguocur#ana BS onucan B nuctusre 6.

rmc = IteRMCDL(R.6"); % vcnonb3yemas aTanoHHas Mogenb

% 3afaHue CTaTMYecKkux napameTpoB

rmc.TotSubframes = 10; % KOMM4eCTBO MOLENMPYEMbIX
noaKazpoB

rmc.NSubframe = 0; % HavanbHbI nogkaap
MOZENMpoBaHus

rmc.CellRefP = 1; % KONYeCTBO aHTEHH
rmc.OCNGPDSCH.Modulation = '"16QAM'; % T1n npuMeHUMON MoLynsLmu
rmc.NDLRB = NDLRB; % WwmpwHa nonocsl, konuyectso RB (25)
% OMHaMU4Yeckue napameTpbl

rmc.NCelllD = NCellID; % wpeHTMdMKaTop CoTbI
rmc.PDSCH.RNTI = RNTI;

rmc.NFrame = NFrame; % HOMep kagpa Ans KOTOporo

OCYLLIECTBNSETCS reHepaLys AaHHbIX
rmc.PDSCH.PRBSet = RB_DL; % Habop pecypcoB Ans pacnpefeneHns Mexay
noaknto4éHHbIMKM UE
% chopMnpoBaHu1e pagmocurHana 1 pecypcHoi ceTkn cTaHumm BS
[signal, txGrid, rmc_out] = IteRMCDLTool(rmc, [1; 0; 0; 1]);
JIuctunr 6. ®opMupoBaHre UIMUTALIOHHOTO paguocursaina BS
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IToMMMO OTaJIOHHBIX 3HAYEHUI 10 YMOJYAHUIO, NI KaXKIOW
CTaHIMM TIPONHCHIBAIOTCS COOCTBEHHBIE IApaMETpPhl, KOTOpbIE ObUIN
3a7aHbl TPH WMHUOHWAIN3AIUd B OTACNBHOCTM M HMEIOT OTJINYHBIE
OT 3TAJIOHHBIX 3HauCHMS. Takue mapamMeTphl Pa3JeisiFoTCs Ha CTaTHUECKHE
n nuHammdeckne. [lepBeie equns! a1st Bcex 00bekToB BS, a BrOpble 3aBucaT
oT KoHKpeTHOH BS, m mpomecce ee pabOTBI MEHSIOT CBOM 3HAYCHUS.
Crnenyet OTMETHTB, YTO T€HEPUPYETCs KaK pajdOoCHTHAN, TaK U pecypcHas
CEeTKa, KOTOPYIO MOXXHO BOCCTAaHOBHTb 10 ATOMY PaJHOCHTHAIY.

Ha pucynke 6 mpeacraBieH pe3yiabTaT pabOThl MPHIIOKEHHS
Wireless Waveform Generator B MatLab, ucnonb3oBaBumii QyHKuuio
1teRMCDLTool(), B Buae chopMHUPOBaHHOHW pPECYpCHOM CETKH s
STAJOHHOTO KaHana R.6 ¢ 3alOJIHEHHBIMH CTATHYECKMMH IapamMeTpaMH.
JlaHHOE MPWIOKEHHWE HWCHONB3YEeTCsl U HArJSIAHOTO IIPEJCTaBIICHHS
IepeiaBaeMbIX JIaHHBIX 110 HHCXOASAIIEMY KaHaJlly B 3aBHCHMOCTH
OT 3allOJHSIEMBIX ~CTaTHUECKMX TmapaMeTpoB BS. I'enepupytorcs Bce
CITy’KeOHbIEC M TI0JIb30BATEIILCKUE JaHHBIC, KOTOPHIE BBIACICHBI Pa3INIHBIM
LBETOM Ha PUCYHKE 6.

4\ Wireless Waveform Generator - untitied” - o

‘GENERATOR

> 8| &

£t

Dmpaimens [, | Q)
s02iTafes  s0atibig | 7| O Visualze v e
(©FDM) (osss) 5 Defauit Layout -

senraTion exporr
\Waveform Bl Resource 6o
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OFDM Symbol Index

Puc. 6. Pecypcnas cerka atanonHoro kanaia R.6

B mpuBeneHHOM Ha pUCYHKE 6 cilydae, JJIs Mepelavyd JaHHBIX
UCTONB3YIOTCs Bce Omoku SB, 3a uckimroueHweM moxakazapa NeS5, rme
B OTaJOHHOW Monenmu R.6 mpemycMmoTpeHa nepenada OJOKOB JIaHHBIX
cucreMHoir  wmHpopmammu  (System  Information  Blocks,  SIB).
[IpencraBnennass  pecypcHass CeTKa  CONCPXKHT BCE  CITy)KeOHBIE
1 TIOJIb30BATENLCKUE NTaHHBIE, KOTOpble mepemarorcs oObekram UE [9].
[Tockonbky ucnonb3yercs mwupuHa B 25 RB, To Ha pucyHke 6 Mbl BUAUM
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300 mommecymmx (25%12 = 300), rme xaxnmeii RB 3ammmaer 12
nogHecymux. JmurensHOoCcTh coorBercTByeT 140 OFDM cmMBoma, 49TO
pasHo ogHOoMy Kanpy LTE mmurensrOCTRIO 10 MC.

Ha pucynke 7 npencraieHa pecypcHas cetka BS ¢ 3anmonHeHHBIMI
CTaTHYECKMMH W IWHAMHYCCKUMH IapaMeTpaMu ATaJOHHOW Mmomenn R.6
cormacHo nmctuHry 4. PecypcHas cerka BS wucmoms3yer mnms mepenadn
HEKOTOpbIe 0J0KH SB, 4acTh M3 KOTOPBIX MpoHyMepoBaHa. /laHHBIC OIOKU
cojepkaT HMHMOPMAIIMIO, KOTOpas MpeiHA3HAYCHA IS TOIKITIOYCHHBIX
K 3TOHM cTaHIMU a0OHEHTOB. Eciy ycTpoHCTBO HE akTHUBHO, TO 3alOJIHIETCS
JIaHHBIMU TOJIBKO OJMH U3 BLIACIEHHBIX OJIOKOB SB.

N N
Beienenusiii SB | Berinenennsie SB |

! !
| |
! s A3 ) i s AS )

1.5

Howmep nopnecymnieit yactorst
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Puc. 7. PCCprHaSI cerka BS ¢ 3a/laHHBIMU JOITOJIHEHHBIMU IIapaMeTpaMu

Pucynox 7 ommceiBaeT pecypcHyro ceTky BS B MOMEHT BpemeHH,
B KOTOPEIH akTHBHO Toibko oxHO UE (US) m cootBeTcTBYeT prCyHKY 3(0).
Jnst  Hero nmepemaroTcsl  JaHHBIE OT 0a30BOM  CTaHIMM, MpUIEM
3ameiicTByrores Bee BoiaeneHHele RB mmss UE(US). Biox SB, B koTOpoM
OCYIIECTBIISICTCS TIepeiada NaHHBIX, CONEPKUT pecypcHbie 31eMeHTH (RE),
UMHUTHPYIOT HH(OPMAIOHHBIE OHTHI, YPOBEHb MOIIHOCTH KOTOPBIX
Beiie 0. J[nst paccMarpuBaemMoro ciy4yass U3 PHUCYHKa 7 TMpelcTaBieHa
Tabnuua 2, KOTopasi COAEPKUT MHPOPMALIMIO O PACTIPEIeNICHUH PECYPCHBIX
6sokoB BS 151 okm