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Abstract. Automatic speech recognition (ASR) systems for real-life scenarios are required
to process audio streams of arbitrary length with stable accuracy under limited computational
resources. While the joint connectionist temporal classification (CTC) and attention-based encoder-
decoder (AED) model delivers high recognition quality, its vanilla form is unable to meet these
requirements. This paper proposes an input-synchronous blockwise decoding algorithm for the
joint CTC-AED model. The algorithm processes overlapping blocks of audio synchronously with
the input frames, utilizing CTC alignment to determine the proper context from the overlapping
part for the AED component. The fixed block length ensures predictable and limited resource
consumption and avoids long-form speech generalization issues, while the overlap mitigates WER
degradation caused by edge effects. Unlike existing methods, the proposed approach requires
neither model architecture modifications nor a special training procedure, while also supporting
block overlapping. The word error rate (WER) performance of the algorithm is studied with
respect to block size and overlap size.

Keywords: streaming automatic speech recognition (ASR), blockwise decoding, end-to-end,
CTC, AED.

1. Introduction. Today, end-to-end (E2E) approaches for automatic
speech recognition (ASR) have a prominent position in industrial system
development and attract significant research interest. In contrast to a classical
ASR system based on HMM-DNN framework [1], where acoustic and language
modelling is carried out independently, an E2E system models speech integrally,
which provides higher recognition quality.

There are three broad classes of E2E systems: connectionist temporal
classification (CTC) [2], recurrent neural network transducer (RNN-T) [3] and
attention encoder-decoder (AED) [4]. The CTC model assumes conditional
independence between output tokens (language units: phones, graphemes,
words). Conversely, RNN-T and AED models treat output tokens as mutually
dependent, thereby achieving a higher degree of speech modelling integration.
AED provides the better recognition quality than CTC or RNN-T [5] and can be
extended to multilanguage [6] or multitask scenarios, e.g., speaker-attributed
ASR [7]. However, the highest performance is obtained by combining CTC
and AED models [8]. The joint CTC-AED model is the de facto standard for
ASR systems with SOTA recognition quality.

A crucial part of any ASR system is the decoding algorithm. There
are two approaches for CTC-AED model decoding [9]. The CTC model
is decoded synchronously with the input sequence of feature frames. This



algorithm can be extended to CTC-AED by using AED as an additional scorer,
similar to an external language model. This type of decoding is often referred
to as input-synchronous (i-sync) decoding. The AED model is decoded in
an autoregressive manner, i.e., synchronously with the output sequence of
language tokens. Similarly, the algorithm extension for CTC-AED uses a CTC
model as an additional scorer. It is also referred to as output-synchronous
(o-sync) decoding.

The AED model and the succeeding CTC-AED model were initially
designed for a non-streaming scenario, where the whole input audio is processed
in a single run. These models have the following limitations:

1. To process audio of arbitrary length, unbounded computational resources
are required. The computation time and the amount of consumed
memory depend on the audio length. The quadratic time and memory
complexity [10] of the transformer-based AED implementations make
the problem even worse.

2. The result of recognition will be obtained only when processing is
finished. There is no defined way to extract an intermediate recognition
result tied to a specific time position with controlled latency.

3. AED-based models are sensitive to the lengths of input and output
sequences, and may not generalize well to long-form speech
recognition [11]. Especially, transformer-based AED tends to overfit to
particular input length [12]. The model shows performance degradation
when length of input audio does not correspond to the length distribution
seen during training.

These effects are not acceptable for most of real-life commercial ASR
applications, where computational resources are limited, intermediate results
are required, and recognition quality should be stable. These requirements
are highly related to the concept of streaming ASR system. Thus, CTC-AED
model and corresponding decoding algorithm require streaming modifications
to make them more suitable for commercial scenario.

Two approaches to developing streaming CTC-AED systems can be
distinguished. These approaches differ in model design perspective.

The first approach involves developing a strategy to limit the input
context of the attention module that is between encoder and decoder. Monotonic
chunkwise attention (MoChA) [13] is one of the first conventional modifications
for the RNN-based AED model. MoChA model scans encoder output to predict
a frame where the next output should be generated by the decoder, and then uses
a local window to the left of the selected frame to compute attention. MoChA



was also adapted for transformer-based AED [14] as a form of cross-attention.
Similar methods were proposed and studied, e.g., stable monotonic chunkwise
attention (sMoChA) [15], monotonic truncated attention (MTA) [15, 16], and
monotonic multihead attention (MMA) [17]. These methods were initially
proposed for AED model, but can be easily extended to joint CTC-AED
model for both i-sync and o-sync decoding algorithms. The triggered attention
(TA) [18] was developed for CTC-AED model directly and also falls under
considered approach. It selects the frames required for next token prediction
using CTC output. Since TA needs time alignment of CTC scores, it is a
natural extension to i-sync decoding algorithm.

Methods in the first approach allow building streaming versions of
CTC-AED with low latency, but they cause significant modification of training
and decoding procedures, and also may cause performance degradation due to
enforcing monotony and locality of attention.

The second approach is to process input audio in a blockwise manner.
The input audio is split into sequential blocks, and then each block is processed
by an ASR model. The non-overlapping blockwise o-sync decoding algorithms
which do not require any model and training procedure modification were
proposed in [19,20]. It is shown that in o-sync setup the detection of block
end requires additional processing, e.g., analysis of token repetitions [19]
or counting the expected number of tokens in block using CTC [20]. Other
attempts include model training with a special token, that denotes the end of
the block [21]. The model is trained on overlapping blocks, which overlap
that allows mitigating edge effects, e.g., when a word is split between adjacent
blocks.

Methods in the second approach typically cannot provide low latency,
which equals the block length. But with a sufficiently large block size, the
blockwise decoding provides word error rate (WER) performance close to the
non-streaming scenario, since there are no attention monotonicity restrictions
within a block. Also, each block is processed uniformly, so these methods are
easier to implement and can be efficiently optimized for batch processing.

This paper proposes an i-sync blockwise decoding algorithm for the
CTC-AED ASR system. Its main idea is to process overlapping blocks input-
synchronously, using CTC alignment to determine the proper context from the
overlapping part for the AED model. It allows processing blocks with arbitrary
overlap while maintaining correspondence between inference and training
for the AED part. Thus, the algorithm avoids the end-of-block detection
problem, requires neither model architecture modifications nor special training
procedure, and supports overlapping.



The paper is structured as follows. Section 2 describes the proposed
blockwise decoding algorithm, and Section 3 presents a study on the WER
performance of the decoding algorithm with respect to block size and overlap
size.

2. Blockwise i-sync CTC-AED decoding algorithm. This section
describes the proposed algorithm. The first part describes the CTC-AED
model scoring for the basic non-streaming scenario. The second part proposes
scoring procedure modifications for a blockwise streaming scenario. The third
part formulates the decoding scheme and the corresponding algorithm. The
last part provides an optimization for the proposed scheme.

2.1. Scoring in a non-streaming scenario.In a non-streaming
scenario, the CTC-AED model processes a sequence of input features
x1.7 € RT*d= Here, d,, is the dimension of features, and T is the length of
input sequences. The encoder, which is part of the CTC-AED model, encodes
the input features into a sequence of acoustic embeddings:

hy.7 = E(x1.7), hyg € RT %

where dj, is the embedding dimension and 7" is the length of embedding
sequence. Typically, the encoder is an RNN or Transformer neural network,
that is prepended with convolution layers. The convolution layers perform
downsampling and, thus, T" = [T'/k], where k is a downsampling factor. To
simplify the notation, letk = 1 and T = T.

The acoustic embeddings h;.7 are used by both CTC and AED parts
separately to estimate the probability of a given output token sequence uy.; € U,
where U is a token alphabet, e.g., words, phonemes, or BPE tokens, and [ is
the length of token sequence.

The AED part predicts the probability of the next token u; conditioned
on its history u1.,;—1 and the entire input sequence of embeddings h;.7:

l

PAED(ulzl‘hlzT) = H PAED(UZ’|U1:Z/—1a hl:T)- (1)
I'=1

The probability P,gp(uy|u1.r—1,h1.7) is produced by the decoder
that is typically implemented as an RNN or Transformer neural network with
softmax activation in the last layer.

The CTC part estimates the probability token w; that will be emitted on
a given acoustic embedding h, without any conditional dependence on other
tokens:



PCTC(ultl‘hltt) = Z PC’TC’(altt|h1:t)

a1+ €8~ (u1g)

t
> I Perc(av|by). )

a1 €87 (uyy) t'=1

In the equation above a1, € U!, where U, = U U {e}, is a CTC
alignment between the output and input sequences. Let B : U! — U! be the
CTC mapping that converts an alignment a4.; to a token sequence u1.;. The
conversion consists of two steps: 1) remove consecutive duplicates, 2) remove
€ symbols. The B~!(uy.;) denotes the set of all alignments that correspond to
u1.;. The probability P.rc(a:|hy) is typically predicted by a simple neural
network that consists of a linear layer with softmax activation.

For i-sync decoding, the total probability of a given token sequence
u1.; 1s estimated on each time step ¢ as:

Pt(ul:l) = PCTC(ul:l‘hl:t) . PAED(ul:lvhl:T)a;

where « is an empirically chosen scale factor for the AED part. The goal of
decoding is to find the best sequence u1.; that yields the highest probability
PT (u 1:1 ) .

2.2. Scoring in a blockwise streaming scenario. In a blockwise
streaming scenario, let the input be a sequence of B overlapping blocks of the
length T}: {Xb’ltTh}le, where Xp 1.73, € R7Ts%d= ig the b-th block. In each
block, the first T, and last T, frames overlap with adjacent blocks, considered
as context. The central T;, — 2 T, frames are used for processing. Thus, there is
a correspondence: Xj_1.7,—27,+¢ = Xp¢ for £ € [1,2T.]. To provide context
and the full length for the last block, the input sequence is padded with zeros
on both sides. Figure 1 illustrates padding and splitting procedures.

The encoder processes each input feature block independently producing
blocks of embeddings:

Ty xd
hy 1.1, = E(x1:1y), hp 1., € R7PXD,

However, the encoder may have mutable internal state, which allowing
it to retain long-term acoustic information.



The CTC model predicts the probability for single embedding at a
time. It can be easily extended to blockwise processing by substituting a
concatenation into 2. This yields:

hir = [hyr.n-7, he -1, - - heron -1

PCTC (u1:l|{hb/,1:Tb }gl_:lp hb,l:t)

b—1 Ty—T. .
= > II II Perclavhws) ] Perclaribne). 3
a1:4€EB~(uy,) b/=1t'=1+T¢ H=14T,

For the AED model, in order to match the training procedure we must
process each block in its entirety (including context) and provide the correct
token history.

Fig. 1. Splitting input sequence into blocks. Here, the 7 is the context length, T} is
the block length. The hatching denotes the padding added to the input sequence

First, we define the AED probability for an alignment a ;.; instead of a
token sequence uy.;:

t
Pupp(aribir) = [ Paso(ar|are 1, hir), “4)
=1
where
P ug|ug.—1, i),
AED( l| 1:0—-1 1T) at#e’ at7éat71
Pisp(atlare—1, hir) = where u1.; = B(ai.t) :

1 otherwise



With this definition, it is holds that:

PAED(ulil‘hltT) = PAED(a1:t|h1:T) fora;.; = At(ulzl)a

where A, : U' — Z/Iet is an alignment function, that provides a valid CTC
alignment a;.; for given tokens u1., i.e., A;(u1.;) € B~1(uyy). Thus, the
AED probability is tied to a particular decoding time step.

Next, we split a;.7 into overlapping blocks {ap 1.7, }{)921 in the same
manner as described for the input sequence. For the overlapping part,
the following holds: ap_1,7,—21,+¢t = ape, t € [1,2T,]. Substituting the
concatenation into 4 yields:

ay. T = [al,TC:beTca A2 T.:Ty—Tey -+ 7aB,TC:T;,7TJ7

P,ro (U1:l|{hb/,1:Tb }2:1)

= Papo({av 1v1my—1. Yot ab 1t {11, o)

b—1 Tp,—T.
=11 II Pusolawelay w1, by im,)
b=1t'=14T.
t
: H PAED(ab,t/|ab,1:t’—17hb,l:Tb)- (5)
=14T.

Here, each token is predicted by the AED model using the embeddings
and history corresponding to the appropriate block.
The full score is computed at each step as:

Pyi(urg) = Pore(ura|{hy 1.1, 302 hp 1) - Pago (ura|{hy 1.1, Jo_1)®,

using Egs. (3) and (5). These equatations are expressed in a form where the
tokens u1.; are estimated using only the first b blocks, forming the foundation
for streaming blockwise decoding algorithm.

2.3. Blockwise scoring computation scheme. The CTC decoding
algorithm and, therefore, i-sync decoding algorithm are based on the recursive
scheme for CTC forward probability calculation [2]. This scheme for blockwise



scenario can be formulated with respect to Eq. (3). Let the forward probability
variable be:

Yo,e(U14) = Pere(uia {hy 1.1, Yoy hoae)-

It can be computed recursively using auxiliary variables ~; , (u1.;) and
Vot (w1a):

Yo,e(urr) =75 ¢ (u1a) + 6 (w12), (6)
’Yg,t(ul:l) =Perc(elhpe) - (’Yg,t—l(ul:l) + ’Ylit—1(ulzl))a (N

Yb.1(u10) =Pere(wlhe) - (01— (ura-1) + V1 (ura—1) + 75 -1 (u12)), (8)

where the time index ¢ runs from 1 + 7T, to T, — T, and the block index b
is going from 1 to B. This way, each block is processed one by one except
contexts. To provide the glue between blocks, we set:

VE,TC (u1.) = ’Ylil,TrTc (u1.) and VS,TC (u1) = '7571,T;,7Tc(u1:l)>

with the initial conditions:
Y17, (u1:0) = 1 and ’yiTc (u1.0) = 0.

An alignment Ay, ; (uq.;), corresponding to the ¢-th frame of the b-block,
can be constructed via a recursive backtracing procedure. It follows the
previous scheme in Eqgs. (6)-(8):

Ab,t(ul;l) — { gt(ulzl)v Wg,t(ulzl) P %;t(uu) (9)

€ € ’

pa(un), V5 (uia) <5 (uia)

) )

; 10)

€

AS () = Abma (un) @€ 9 (waa) 2 95 (w1a)
T b1 (uia) B € g, q (ua) <5y (U1



Af iy (u) @w, gy (uaa) =
Pyb,t—l( 1) =

Ai,t71(u1;z—1) SRUN “Yf_,t,l(uu) < Vﬁyt,l(ul;l_ﬁ and (1
’Yl;t71(u1:l—1) Z 7§,t,1(u1;z—1) ’

Vot~ 1(ur-1)
Vo.t—1(w1:1-1)

s

-Alga,t(ulzl> =

Ag,t_l(ul:l—l) D wy, 'Y}it—l(“lzl) < '71;—1(“1:#1) and
7§,t71(U1:z—1) = Vg,tfl(ulil—l)

where the symbol & denotes the concatenation of an alignment and a token.
Time index t and block index b have the same ranges as in the forward
probability scheme. Each alignment is associated with its corresponding
forward probability: A§7t(u1:l) ~ 75 ¢(u1.) and Ai,t(ul:l) ~ vfﬁt(ul;l). At
each time step, the alignment is extended from the preceding alignment
associated with the highest forward probability. The glue between blocks is
maintained analogously forward probabilities:

‘AIE),TC (u1) = Aj_4 Ty — (Ul 1) and Ab T, (u1.) = Ag—l,Tb—Tc(ul:l)v

as well as the initial values, that are:
Af 1 (u1:0) = 0 and AS 1, (u10) = 0.

Combining the time alignment computation scheme in Egs. (9)-(11)
with Eq. (5), we define a recursive scheme for the AED probabilities.
Let

Ot (u11) = Papp({ay 1411 —1. b1y a1t | { e 1.1, Yo y),

then

¢gt(u1:l)a 7515(“/1:1) = 'Ygt(ul:l)
Q) =1% , » : 12
(bb,t(ULI) {djat (ulzl)a ’Yg t(ul:l) < 'Yl:: t(ulzl) ( )



(ble; t_l(ul:l) -1 : £ :
Fo(urg) =4 0 : : (13)
! ¢b,t71(u1:l) -1 ”Yb,tq(ul:l) <Ypu—1(ura)

¢§,t—1(“1:l)'1a Vbt 17( upg) = Vbt (:ul:l_l) and
Vo,e—1(ur) 2 75 q (wra-1)
d);t(ul:l) _ d)g,t—l(ulil*l)' 'th l(ull)<7€b,t 1(u13-1) and (14)

PAED(Ul|aZ,1:t—17 hy1m,) V5o (ura-1) 2 ’ylit—l(ulilfl)

¢g,t71(ul:l—1) ' 7§7t71(u1:l) < Vs,tfl(ul:l—l) and
PAED(ul|alé),1:t717 hy 1.1,) Vo,t—1(ura—1) = ’}’Eb,t,l(uu—l)

where af ;. , and af,, , are obtained as the last ¢ — 1 elements of
Aj o (u—1) and Af ;1 (ui—1), respectively. Again, for the glue between
blocks

¢Z,Tc(u1:l) = (ble)fl,beTC (u1.1) and ¢§,TC (u14) = ¢b 1,Ty—T. (u1:),

and the initial values are:
¢§,TC,(U1:0) =1land Qﬁ,TC (u1:0) = 1.

The final decoding procedure is described in Algorithm 1. It is almost
classic i-sync decoding procedure Eqs. (6)-(8). It differs only in special
procedure for AED score estimation, which is built on Egs. (12)-(14). AED
score estimation is the proposed novel part of i-sync decoding and is presented
in Algorithm 2.

At each step of Algorithm 1, a hypothesis set {2, ; is formed by
expanding the hypotheses from the previous step. The forward probabilities of
the hypotheses are calculation along with expansion. At the end of each step
the full score Py ¢+ (u1.) is calculated. After the final step, the best hypothesis,
denoted B, is obtained.



Algorithm 1. Blockwise input-synchronous decoding

1: Qo1 < {{}} > initialize with empty hypothesis
2095, (1) < Lag o, ({H) <0

3 6% 7 (1) « 1165 4, ({}) « 1

4: forb=1,...,Bdo

5: fort=1+7T,...,Tp —Tc do
6 Qb,t — @

7 for g € Qp 11 do

8 fora € U U {e} do
9 if a = € then

10: 75.4(9) € Pore(alhe) - (75, (9) + 751 (9)

1 Qe < {g}

12: continue

13: end if

14: h—g®a > build a new hypothesis h by concatenating g and a
15: if a = g_1 then > g—1 is the last symbol of g
16: 75.4(9) €= Perc(alhe) 75, (9)

17: 75 (h) € Porc(alhy) 45,1 (9)

18: else

19: 75.4(h) < Pero(alby) - (45,1 (9) + 75,1 (9))

20: end if

21: if h ¢ Qp 11 then

22: 75,4 (h) € Pore(elhy) - (v, (h) + 75, (b))

23: 75 o (h) € Porc(alhy) -~f ,_ (h)

24: end if

25: Q. < {h}

26: end for

27: end for

28: for h € 2 ¢ do > score the hypothesis set
29: ¢p,+(h) < AEDScoreEstimation(h)

30: Py i(h) = (75 1 (B) + 75 1 (R)) - (¢0,6(R))

31: end for

32: Qp ¢ < Pruning(Qp +) > prune the hypothesis set
33: end for

34: for h € 4 ; do > initialize values for the next block
35 Vor1,m. (W) = W1, — 1, () Yoga 1, (B) = V5 1y, (R)

36: 51,7, (h) 1, T (h); ¢Z€;+1,Tc(h) A (bg,beTc(h)

37: end for

38: end for

39: h ¢+ arg MaXpeQp 1, g, Pg.r,—1,(h)
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Algorithm 2. AED score estimation for blockwise input-synchronous decoding

cif g, 4 (h) 295, (h) then

Af,,t(h) — .Ag_’til(h) €

85, (h) & ,_, (1)
else

A;t(h) — ‘Ale;,tfl(h) €

85, (h) &5 ,_, (1)
end if

vif g, g (h) <, 1(9)org 1 (h) <75, ,(g) then

if '7;71571(9) = 'Y;tfl(g) then

Ag,t(h) - Ag,t—l(g) sa

az,l:t—l «+ lastt — 1 frames 0fA§7t71

¢g,t(h) < ¢5,1(9) - Paep(alaj ,, 4, hp1:1,)
else

Ag,t(h) - Ag,t—l(g) -a

e €
ap g4 1 last ¢ — 1 frames of Ab’tfl

¢g7t(h) <~ ¢1€;z_1(g) : PAED(a‘ai,l:t_lyhb,lsz)
end if

: else

Alé;,t(h) = 4§,t—1(h) ta
65, (h) < 6, (h)

: end if
if 4§, (h) = 4§ ,(h) then

Go,1(h) < 65, (h)

: else

B0,1(h) 65 ,(h)

: end if

2.4. An optimization of the blockwise scoring computation scheme.
In a real-world implementation of the proposed scheme for a Transformer-based
CTC-AED model, the two model states are stored for each hypothesis h. A
model state typically includes a key-value cache for each attention layer in
the decoder, requiring a significant amount of memory. This key-value cache
contains precomputed values for each token in the history. The first state
corresponds to the history in A;t (h), and the second corresponds to the history
in A ,(h) (Eq. (14)). This can be optimized by keeping only one state per

hypothesis.



The alignment backtracing can be simplified to maintain only a single
alignment per time step, as follows:

gt(ul:l)7 '75 t(ul:l) P %f t(ul:l)

Ap 1 (ur) = B ’ C , (15)
ba(ui)s g (uia) <

Az,t(ul:l) = Api—1(ug) @e, (16)

Ap i1 (u1) S wy, Yo4—1(u1:1) = 75 41 (u14-1) and
(

f _1(urg) =5 g (wra-1)

Aj (u1y) = o (17)
Ap i1 (ura—1) ®wi, 5 (ura) < 5,1 (u1-1) or

%t V() < g4 (uia-1)

Substituting of Eq. (15) into Eq. (16) yields Eq. (10), therefore,
in this respect, the two alignment schemes are the same. Meanwhile,
substituting Eq. (15) into Eq. (17) produces a result different from Eq. (11).
When ’Ylit—l(ul:l) = ’yg,t—l(ul:l—l) and 'ylit—l(ul:l) P ’V;t_l(ul:l—l) but
YVop—1 (1) <51 (urz) the Aj ,_; (u1.) is chosen for extension instead of
Ai,tq (u1.)- This situation leads to token duplication but is considered to be
very rare.

For this simplified alignment, an approximate AED score computation
scheme is defined as follows:

(bb,t(ul:l) _ {gbz,t(ul:l)a ’Yb’t(ul:l) i'}/ t(ulzl) 7 (18)

6, (u1) = ¢§,t—1(ulzl) -1, ’Yzz,t—1(U1;z) > 7’1}—1(“1:!) 7 19
b t—1<u1 01 ,yb,t—l(ulil) < 'Yb7t_1(ul:l)
Ghe-1(ura) -1, Vo—1(a:1) = 7541 (ur4-1) and
e Vo—1(ur) = 75 4 (Ur4-1)
B4 (u1) = . E 20)
¢b,t71(u1;z—1) : ’yb cq(urg) < “Yb,t71(u1:z—1) or

PAED(ul|ab,1:t—l7hb,l:Tb) ’th 1(U11) < ’)’g,t,l(ulzz—l)



where ap 1.4—1 is obtained as the last t — 1 frames of Ay ;—1(u1.—1). Within
this scheme, only one model state needs to be stored, corresponding to the
history in Ay ;.

The simplified estimation for AED score, based on Egs. (18)-(20), is
described in Algorithm 3.

Algorithm 3. Simplified AED score estimation for blockwise input-synchronous

decoding
L if v§ (k) >~ ,(h) then
20 Ap(h) = Apr1(h) - €
3: ¢b,t(h) — ¢b,t—1(h)
4: else
5 ifvg, 4 (h) 25, 4 (g)andvj, (k) =5, 4(g) then
6: Ab,t(h) <~ Ab,t—l(h) - a
7: ®b,t(h) = dp,t—1(h)
8: else
9: Ap i (h) < Apt-1(9) - a
10: ap,1:4—1 < lastt — 1 frames of Ay, 11 (g)
11: ®b,t(h) < ¢p,t—1(9) - Papp(alap1.t—1,hp 1.13)
12: end if
13: end if

3. Experiments. This section presents a study of the proposed
algorithm in different scenarios and conditions with the previously trained
CTC-AED model. The first part describes the data used and the details of the
CTC-AED model training. The second part presents the results of algorithm
evaluation.

3.1. Experimental setup. For algorithm evaluation, a CTC-AED
model was trained in-house using the EspNet toolkit [22]. The model consists
of 12 UCONV-Conformer encoder blocks [23] and 6 Transformer decoder
blocks [10]. Each block, in both the encoder and decoder, uses 8 attention
heads, has a hidden dimension of 240 and a linear layer width of 1024. The
total number of parameters in the model is 30 million. The model was trained
for 100 epochs using the joint CTC-AED loss [8], the Adam optimizer, and
a weight decay of le-6. A warm-up schedule [10] with a peak learning
rate of 0.002 achieved at 15th epoch was applied. The acoustic features are
80-dimensional mel-scale log filter banks, calculated using a 25ms window
and a 10ms shift. The model was trained to predict positional graphemes as
target tokens.

The training dataset comprises approximately 540 hours of in-house
Russian speech data collected from various domains. The model was evaluated



on six in-house test sets, also from diverse domains, all with a 16 kHz sampling
rate. These test sets differ in their source and, consequently, their acoustic
environments. The details and statistics of the data used are presented in
Table 1. Most utterances in the training datasets are approximately 30 seconds
long. The test datasets were selected to provide a variety of input lengths.

Table 1. Domain and amount of experimental data

Dataset Domain ~ Num. samples Duration

Total,h  Mean,s Min,s Max,s
Train Mixed 60494  540.12 32.14 1.00 116.47
TS1 Mid-field, noisy 1125 2.15 6.87 3.10 15.00
TS1 Far-field, quiet 180 1.63 32.53 16.86 38.30
TT1 Telephone 415 3.17 27.50 2.14 30.00
TT2 Telephone 30 1.07 128.46  60.84 278.82
TT3 Telephone 104 4.03 139.34 19.00  488.69
TT4 Telephone 86 2.20 92.07 947  497.66

For decoding, a C++ implementation of the proposed algorithm was
used. It incorporates the optimization described Section 2.4 and is therefore
defined by Algorithms 1 and 3. Pruning in Algorithm 1 is implemented by
retaining a fixed number of the best hypotheses. The number is referred to as
beam size.

3.2. Results of evaluation. The first series of experiments were
designated to estimate the model performance in terms of WER in non-
streaming scenario. The results are presented in Table 2. A significant
difference is observed between short-form datasets (TS1, TS2, TT1) and
long-form datasets (TT2, TT3, TT4). For long-form datasets, the best WER is
achieved at lower values of a, which suggests that AED predictions are not
highly relevant for this case, especially for TT4. This is attributed to the poor
ability of the AED model to generalize to audio that is long relative to the
training dataset [11].

The second series of experiments estimates the model’s WER in the
blockwise streaming scenario. The block size was chosen to be 30 seconds,
which is consistent with the train dataset. The results are shown in Table 3.
A WER reduction of 2-2.5% (absolute) is observed for the long-form test
datasets. The proper block size during decoding allows avoiding the long-
form generalization issues. The WER on short-form datasets is close to the
non-streaming scenario.

In addition, the optimal « values for all datasets are close to each other
and grouped around 1.2-1.4. Thus, there is no need to tune « for long-form
and short-form scenarios separately.



Table 2. WER in the non-streaming scenario as a function of «.. This corresponds to
the case, where T}, equals the length of the input audio. The bottom row shows the best
WER for the given dataset achieved across all evaluated values of «

a| TSI TS2 TTl TT2 TT3  TT4 | Mean

0.0 ‘ 36.64 41.63 3327 2404 2339 41.54 ‘ 33.42

04 | 33.04 38.68 30.61 21.87 2230 36.76 | 30.54
0.6 | 3222 3845 30.09 22.06 2331 3848 | 30.77
0.8 | 31.85 38.14 29.69 2291 2499 3949 | 31.18
1.0 | 31.88 37.80 2947 2337 27.10 40.77 | 31.73
1.2 | 31.58 37.77 2932 2567 2979 42.10 | 32.71
14 | 31.38 37.86 2932 2821 32.67 43.94 | 33.90
1.6 | 3146 3837 2943 3024 3581 45.60 | 35.15
1.8 | 31.30 3928 29.66 3278 38.78 47.38 | 36.53

best ‘ 31.30 37.77 2932 21.87 2230 36.76 ‘ 29.89

Table 3. WER in streaming scenario with the proposed algorithm. 73 = 30s,
T. = 1 s. The bottom row shows the best WER achieved across all evaluated values
of o

a| TSI TS2 TT1 TT2 TT3  TT4 | Mean
0.00 | 36.60 42.54 3345 2278 2292 3898 | 32.88

0.40 | 32.68 39.16 3037 20.77 21.14 3642 | 30.09
0.60 | 31.79 3873 2996 2043 20.86 35.80 | 29.59
0.80 | 31.31 3871 29.67 2021 2054 3536 | 29.30
1.00 | 31.29 3855 2945 1997 2036 35.16 | 29.13
120 | 31.10 38.69 2939 19.65 20.18 3499 | 29.00
1.40 | 31.01 3875 29.25 1936 20.06 34.91 | 28.89
1.60 | 30.75 3942 2932 1979 1999 35.14 | 29.07
1.80 | 30.84 41.18 29.79 1957 19.89 3531 | 29.43

best ‘ 30.75 38,55 2925 1936 19.89 3491 ‘ 28.79

The third series of experiments investigates the dependence of WER on
context size T, and block size T},. The results are presented in Tables 4 and 5.
The model without contexts, i.e., without overlap between blocks, performs,
on average, 0.5-0.6 % worse, compared to a model with a context of 1 second.
Overlap helps to mitigate negative effects at block edges. Increasing contexts
beyond 1 second does not have a noticeable effect on performance. Decreasing
the size of a whole block leads to WER performance degradation. However,
there is a trade-off between WER and computational cost, as the encoder and
decoder have quadratic time and memory complexity with respect to the input
length. For example, decreasing the block size from 30 to 20 seconds results
in a noticeable speed-up at the cost of a 0.5 % WER degradation.



Table 4. WER for the streaming scenario with the proposed algorithm as a function of
T, (measured in seconds). The block size is fixed at T, = 30 seconds. The AED
weight is fixed at o = 1.2

Te TS1 TS2 TT1 TT2 TT3 TT4 ‘ Mean

00 3158 3894 2932 2094 2071 3627 | 29.63
04 3124 3876 29.02 20.11 2020 35.19 | 29.09
1.0 31.10 38.69 2939 19.65 20.18 3499 | 29.00
20 3109 38.65 29.14 1973 19.85 34.89 | 28.89

Table 5. WER for the streaming scenario with the proposed algorithm as a function of
Ty, (measured in seconds). The block context size is fixed at 7. = 1 second. The AED
weight is fixed at o = 1.2

Ty TS1 TS2 TT1 TT2 TT3 TT4 Mean

30.00 31.10 38.69 2939 19.65 20.18 3499 29.00
26.00 31.14 3896 2944 19.87 2023 3492 29.09
20.00 31.69 3925 29.80 20.51 20.06 35.12 2941
0.0 31.58 3894 2932 2094 20.71 3627 29.63
8.00 3325 40.75 3134 2834 2098 3695 3194

Table 6 demonstrates WER, achieved with the proposed algorithm in
different scenarios, in comparison with the baseline non-streaming o-sync'
and i-sync? decoding algorithms from EspNet toolkit.

Table 6. Comparison of the proposed algorithm (in different modes) with the
non-streaming decoding algorithms from EspNet in terms of WER. The AED weight is
fixedat o = 1.2

Decoding | TS1 TS2 TT1 TT2 TT3  TT4 | Mean

EspNet O-Sync,
non-streaming
EspNet I-Sync,
non-streaming

39.58 38.94 31.14 2941 33421 4470 | 36.20

3479 3834 2940 26.79 30.37 4491 | 34.10

Proposed, non-streaming
(T, =inf, T, =0s)
Proposed, streaming

(T, =30s, T. =05s)
Proposed, streaming

(Ty, =30s, Te =15)

31.58 37.77 2932 2567 29.79 4210 | 32.71

3130  38.92 2932 2051 20.50  36.06 | 29.47

31.10 38.69 2939 19.65 20.18  34.99 | 29.00

Uhttps://github.com/espnet/espnet/blob/v.202412/espnet/nets/beam_search.py
Zhttps://github.com/espnet/espnet/blob/v.202412/espnet/nets/beam_search_timesync.py



All algorithms were run with similar settings and the same beam size
of 15. In the non-streaming scenario, the proposed algorithm is close to the
EspNet i-sync decoding, since they follow the same decoding scheme and
differ only in implementation details. This also confirms the correctness of the
studied algorithm’s implementation.

4. Conclusion. This paper proposes a novel blockwise input-
synchronous (i-sync) decoding algorithm for the CTC-AED model. In contrast
to alternative streaming algorithms, it inherently supports arbitary-length
overlap between blocks and requires no modifications to the CTC-AED
architecture or its training procedure. The presented experiments show that the
proposed algorithm is able to retain WER performance close to non-streaming
scenario on short-form test datasets and performs significantly better on
long-form test datasets, thereby avoiding the length generalization problem. It
is also shown that overlap has a positive effect on WER, leading to an average
decrease of 0.5% and up to 2% in a long-form scenario.
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I0.1. JIEXEHVH, H.B. borau
BJIOYHBIN AJITOPUTM JEKOIUPOBAHUA
C CI/IHXPOHI/ISAIII/IEﬁ 1O BXOOaVy AJIAd CTC-AED CUCTEM
PACIIOBHABAHUM A PEUN

Jlexcenurn FO.HU., bozau H.B. BJIOYHBIA aJroputM [IeKOAVPOBAHUS € CHHXPOHHU3ALUEN
no Bxoay st CTC-AED cucrem pacno3HaBaHusi peyn.

AmnnoTamust. /17151 paboThI B peaIbHBIX YCIOBUSIX OT CUCTEM aBTOMATHIECKOTO PACTIO3HABAHHUSI
peun TpedyeTcsi 00eceynBaTh CTAOWIBHYI0 TOYHOCTh PACIIO3HABAHKSI IIPU 00PabOTKE BXOIHOTO
ay[MOIOTOKA HPOU3BOJILHON [UIMHBI B YCIIOBHSIX OrPAHMYCHHBIX BBIYKCIUTENIBHBIX PECYPCOB.
OO6beqMHeHHas MOJIE/Ib 13 KOHHEKIIMOHUCTKON TEMITOpaIbHOM Ki1accuuKkarmu (connectionist
temporal classification, CTC) ¥ KOAMPOBIIMK-JEKOAUPOBIIMKA C MEXaHMU3MOM BHHMaHHUS
(attention-based encoder-decoder, AED) oGecnieunBaioT BHICOKOE Ka4yeCTBO pacliO3HABaHUS,
HO HMCXOJHasi BEPCUsI MOJICJIM HE YJOBJETBOPSIET JaHHBIM TpeOOBaHMSM. B JaHHOI cTaThe
IpeiIaraeTcst arOpUTM OJIOYHOTO JAeKOAMPOBAHMUS C CHHXPOHHM3ALHEH 110 BXOAY AJIsi COBMECTHON
mozenn CTC-AED. AnroputM o0pabaThiBaeT MepeKpblBAONIHecst OJOKHA ayJu0 CHHXPOHHO
OTHOCHTEJIBHO BXOZHOW MOC/IE/IOBATEILHOCTH NMPU3HAKOB, Hcnonb3yst CTC-BblpaBHUBaHHE
JUISl ONpeJiesIeHNs COOTBETCTBYIOILEr0 KOHTEKCTa Ha MepekphiBatolieMcst yyactke s AED
JEKOAMPOBIIMKA. PUKCHPOBAaHHAS AJTMHA GJI0KA 00ECTIeYnBaACT PEeJCKa3yeMoe M OrPaHHYCHHOE
MOTpeOJIeHHEe PeCypCoB 1 MO3BOJIsIeT n30exarh NpodseM ¢ 0000IeHHeM Ha JTIMHHBIX PEUeBBIX
CEerMeHTax, B TO BpeMs KaK MepeKphITHe OJIOKOB CHUKACT YXY/IICHHE KauecTBa PaClo3HABAHMSI,
BBI3BAHHOE KpaeBbIMH 3((eKTaMH Ha IpaHMIIaX OJIOKOB. B oTiiume oT Opyrux aaropurMoB
nexonuposanusi st CTC-AED, npeIioXeHHbId aliroputM He TpeOyeT HH MOAU(UKAIMU
apXUTEKTYPbI MOZIEJIM, HU CIIE[IUALHOI IIPOLieIyphbl 00yUeHHUs, H, B TO 3Ke BPeMsl, TIOAAEPKUBACT
nepekphbiTie OJI0KOB. B paboTe Takxke McclieayeTcsi NPOU3BOAUTEIBHOCTD MPEIOKEHHOTO
IFOPUTMA C TOYKHU 3PEHMsI 0K CIIOBECHBIX ombok (word error rate, WER) B 3aBucHMOCTH OT
pasmepa GJIOKa U pa3Mepa MepeKphITHS.

KuroueBble cJI0Ba: IOTOKOBOE PAaCcIO3HABaHUE PEYH, OJIOYHOE JAEKOAUPOBAHHE, CKBO3HBIE
monemm, AED, CTC.
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