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OHEHKA“BJII/IHHI/IH BUTHOCTHU YUCEJI C HJIABAIOIIIEI71
3AIIATOU HA TOYHOCTDH PACIIO3BHABAHMUS TUKTOPOB

Konmakos H.II, Tonybunckuii A.H. OueHka BJIMSIHMSI GMTHOCTH 4YMCeJ C IJIaBaKowiei
3aNsTOl HA TOYHOCTH PACIIO3HABAHHUS IHKTOPOB.

AHHOTanusi. B craTthe NPOBOAUTCS aHAIU3 M3MEHEHMS TOYHOCTU PACIO3HABAHMSA
JMYHOCTU MO TOJOCY IPH BBIICICHUM PA3HOTO KOJIMYECTBA OUT HA YHCIO C IUIABArOIIeH
3ansAToi (KBaHTOBAaHHME) BBIXOJHOIO TEH30pa HEWPOHHOH ceTH. TeH30p XapakTepusupyer
CKpBITOE IPOCTPAaHCTBO HEHPOHHOW CETH, KOTOPOE COJEPKHUT CKPBITBIE IIPU3HAKH,
HCTIONb3yeMble IIPU PEIICHUH 3aJa4d PACIO3HABAHUS JUKTOPOB. OOBIMHO, Ha KaXKIO0E€ UHCIIO
BBIXOJJHOTO IIPOCTPAHCTBA BBLICIACTCS TPUALATH ABA OuTa (BBIXOJHOU TEH30p, UCCIETYEMBIX
METOJIOB COZEPIKUT 512 4ucer), HO3TOMY ISl MOAAEPIKKU ITOCTOSIHHO aKTyalu3upyeMoi 0a3bl
JaHHBIX TpeOyercst OOJBLIOE KOJNMYECTBO MaMsATH. M3-3a 3TOro, o0coObIli HHTEpec
MPEACTAaBISIET TUI YHMCEN C IulaBaromieil 3amsToii — minifloat, mo3Bonsronmii padoratb ¢
YHCIICHHBIM TIPEICTABICHHUSIMH, HAa KOTOPbIE BBIICISIOTCS BOCEMb, IIECTh WM YETHIpe OHTa.
Jlnst obecrieueHHs IOIHOTHI PE3YyNbTATOB HCCICIOBAHMS, BBHIOpaHBI TPU HEHPOCETEBBIX
pelIeHus], MOKa3bIBAIONIME JIYYIIHE pPe3ylbTaThl DPAcHO3HABAHHSA Ha TECTOBOH BBIOOPKE:
CAM++, WavLM, ReDimNet. Mogenn o001a1af0T yHHKadbHBIMH —apXUTEKTYPHBIMH
0COOEHHOCTSIMH, UTO IO3BOJISIET OLCHUTH H3MEHEHHE TOYHOCTH PACIIO3HABAHUS JUKTOPOB IIPU
YMEHBIICHUH OUTHOCTH B 3aBUCUMOCTU OT HCIOJIB3YEMOTO THIA apXUTEKTYphl HEHPOHHOH
cetd. TOYHOCTH pacHO3HABAaHHsI OLEHMBACTCS C IIOMOIIBIO TOYKH IEPECEUeHHUs] OMHMOOK
MIepBOro M BTOPOro poza. IIpu mpoBeneHHH OLEHKHM TOYHOCTH PACIIO3HABAHUS HCIOIb3YeTCs
aHMIosA3bIuHbI  Habop gaHHbix VoxCeleb-1, mo XapakTepuCTHKaM  COIEPIKAIUXCS
ayauo3anuceil  COOTBETCTBYeT HEOONbLIOW 0aze JaHHBIX OHOMETPHYECKOH CHCTEMBL
AKTyaJIbHOCTb TIPEJICTaBICHHOT0 MaTepuaia oOyCIOBIEHAa BO3PACTAIONIMM KOJINYECTBOM
Hay4HBIX PaboT, KOTOpBIE MPEUIAral0T MCIIOIb30BaTh IOJ0C B KaueCTBE BEPU(PUKALHOHHOIO
ximoda. Iloaromy, mpu pabore ¢ GONBIIMM HaOOpPOM OMOMETPHYECKHX ITAHHBIX HEOOXOIUMO
BBIIEJIATE OONbIIHe 00BEMBI ITAaMATH KaK Ha )KECTKHX Auckax, Tak u O3Y. CoBpeMeHHBIE 6a3bl
JAHHBIX TIOCTOSHHO aKTyalH3UPYIOTCS U PACIIHPSIOTCS, YTO HPHBOAUT K YBEIUUCHHIO
HEOOXOIMMBIX PECypcoB Ha €€ momiepxky. OIXHUM U3 BO3MOXKHBIX METOJOB PEIICHHS MOXKET
SBIIITBCS NPHMCHEHNE OIEpalliil KBAaHTOBAHMS K BBIXOZHOMY TEH30pY HEHPOHHOH CeTH.
OnHako, NPEeXKIEBPEMEHHOE YMEHBIICHHE KONMYECTBAa BBIACMSIEMBIX OHT Ha YHCIO B
BEIXOJHOM TEH30p€ MOXET IIPHBECTH K 3HAYUTENBHOMY YyXYIIICHHIO KadecTsa
pacro3HaBaHHs, OTHOCHTENBHO 0a30Boi Bepcunm cet. OCHOBHBIM  HalpaBieHHEM
HCCIIeIOBAHUS SIBIAETCS MUHUMU3ALMS PECYPCOB I MOIEPKKH OHOMETPHUYECKOH CHCTEMBI
0e3 IOIOJIHUTEIBHOTO 00yUeHHsI HSHPOHHOM CeTH.

KnioueBrble ciioBa: pacrio3HaBaHHE AUKTOPOB, HEHPOHHBIE CETH, YHCIA C IUIABAIOIIEH
3aIITOH, KBaHTOBAaHMUE.

1. BBenenne. PemenuneM 3ajmaud  pacrio3HaBaHMs — JMKTOPOB
HCCIIeI0BATeIN 3aHUMAIOTCST He OHO JecsitmiieTre. OHUM M3 OCHOBHBIX
KPUTEpUEB, IPEIbSBIIEMbIX OHOMETPHYECKOH  CHCTEME,  SIBIISIETCS
BBICTAaBJICHUE ONTHMAIBHOTO 3HA4YEHHs pEIIAIOIIero Mopora, KOTOPBIN
obecrieuynBaeT HU3KHE 3HAYCHHS OMIMOOK IMEPBOTO WM BTOporo poxa [1].
B mociexnee BpeMs Uit penieHus 3a1a4d aKTHBHO HCIIOIB3YIOTCS METOJBI,
Oasupyrolyecss Ha TEXHOJOTHMH MANIMHHOIO OOYYeHHs, YTO HETJIACHO



CTaBUT JOTOJHHUTEIHHBIA KPUTEPUH — TPOBOAMTH paclo3HaBaHUE MPH
MHUHUMU3AIAA PECYpPCOB Ha TMOMIEPKKY 0a3bl NAHHBIX W BBITIOJTHEHHS
BerumciaeHui. OJHUM H3 BO3MOXHBIX METOJZOB pEIICHUsS TPOOJIEMBI
SIBIISIETCS BBIZICJICHHE MEHBINEr0 KOJMYeCTBa OWUT Ha YHCIa BBIXOJHOTO
TeH30pa HeWpoHHOH cetnm (dMOemmunar) [2]. Ilepen mnposeneHmeM
MaTeMaTHYECKUX OIepaluii ¢ YHCIaMH HEOOXOMMMO HX Ipeodpa3oBaTh
B OMHapHbIi By, OOWmenpuHATas METOAWKA OIKMCaHA B CTaHIapTe
IEEE 754 [3], onmHako, CyIIECTBYIOT Takue MeTonsl [4, 5], KoTopbie
OTIIMYAIOTCSl OT cTaHgapra (MOTOMY B HHMX MOTYT OTCYTCTBOBAThb
OeckoHeyHoCcTH W NaN, TOrja MaKCUMajJbHBIM WM MHUHUMAaJbHBIM
npeoOpa3oBaHHBIM YHUCIOM OyIeT SBJISATBCS BEPXHES WIA HIDKHEE
JIOMyCTAUMOE 3HAuYCHHE JOCTYIHOro jauamna3ona). [lpu dopmupoBaHuu

gucen BhImenseTcs Tpu Tmma Omt: S — 3HaKk (0 — ecmm 9mcno
MOJIOXKUTEIbHOE, | — ecnu ducio oTpumarenbHoe); E — skcmoHeHTa
(cMmeméHHAs SKCIIOHEHTa IBOMYHOIO 4Ymcia); M — MaHTHcca (OCTaTok
MaHTHACCHl ~ JBOMYHOTO  HOPMANM3UPOBAHHOTO  YHCIA). OO0t

MaTeMaTHIECKUH crmocod mpeoOpa3oBaHus IECATHIHOTO YHCIIa B OWHAPHBIN
Bun [3]:

F:(—I)SX2E_2(b_l)+lx(1+zﬂnjg (1)

rae b — KonumdyecTBo OMT, BBIAEIAEMBIX HA DKCIIOHEHTY; , — KOIMYECTBO
OWT, BBIICTSICMBIX HA MAHTHCCY.

B MammHHOM 00ydYeHUM HCHOJB3YIOTCS PAa3IMYHBIC TUIIBI YUCE C
miaBaronieit samaroii: float32, floatl6 u bloatl 6, oxBaTsIBaroIIKe OONBIION
nuamna3oH uucenl. OIHAKO, TOSBICHUE MOJEICH MAIIMHHOTO OOy4YCHHUS
KOJIMYECTBO IApaMETPOB, KOTOPBIX HACUYUTHIBACT JCCATKA M COTHHU
MUJIIHAPIOB MPUBEIIO K UCTOIB30BAHUIO 00JI€e MOIIHBIX BBIYHCIHTEIBHBIX
PECYpPCOB W K YBEIMYCHHIO BpPEMEHH OOydYeHHS, YTO SKBHBAJCHTHO
YAOpO’KaHUIO BCETO Tpoliecca Mccienoanus. Mcmonp3oBanue minifloat —
THUII YUCJIA C TUIABAIOILEH 3alsITOM, HA KOTOPBIM BBIJIENSIETCS BOCEMb, LLIECTh
WIA YeThlpe OWTa, MOXET OBITh, OJHHM U3 CIIOCOOOB y/CIIeBICHUS
mporiecca. Marematndeckuil Buj TpeoOpazoBaHHMs uucia B minifloat
npexactapieH B (2). [Ipu Hannumy 3Ha4ammx OUT B SKCIIOHEHTE [6]:

F=(=1)°x2" (1427 xM), )



rae B — xommuectBo GuT, BBIIENECHHBIX Ha SKCIOHEHTY B SMOEIIMHTE;
72 — KOJIMUECTBO OWT, BBIJICJICHHBIX HA MAHTHCCY B SMOEIIMHTE.
[Tpu oTcyTcTBHM 3HAYAIIMX OMUT B HKCIIOHEHTE [6]:

F=(=1)°x27 x(0+27" x M). 3)

Omneparyst KBAaHTOBaHUSI MOXKET IPUMEHSETCA B TIpoLiecce 00ydeHu,
9TO TMO3BONsIET ObIcTpee o0O0y4aTh Mojenb. Hepenko KBaHTOBaHHE
MPUMEHSIOT B IIponecce MH(pEpPEeHca, YTO MO3BOJSIET 3aMyCKaTh MOJEIH C
OONBIIMM KOJWYECTBOM IapaMETpOB Ha MEHEE IPOM3BOAUTEIBHBIX
annapaTHbBIX CPE/ICTBAX, OTHOCUTENBFHO UCIIOIb3yEeMbIX Ha JTare 00y4eHHs.
B 3agaue pacno3HaBaHUs AUKTOPOB UCIOJIB3YIOTCS MOAETH C KOJINYECTBOM
o0y4aeMbIX IapaMeTPOB HCYUCISIEMBIMH JIECSITKaMH WM  COTHSIMH
MUJIJIMOHOB.  BBIXOJHOH  HOCHENOBAaTENBHOCTBIO  PACCMATPUBAEMBIX
HEHPOHHBIX ceTell sBJIeTCs] OAHOMEPHBII TeH30p ¢ AIHHOM 512, B KoTOpOM
Ha KaXIO€ YHUCIO BBIICNISETCS TpUAUATh jaBa Outa. B pabortax [7 —9]
uccleqyeTcss BO3MOXKHOCTH  COXPAHEHHWsS TOYHOCTH  paclO3HABaHUS
JUKTOPOB TIPH CXXATHH MOJENIN IIyTEM KBAaHTOBAHUS BECOB HEHPOHHOM
cetu. Pesynbrarel, mpezicTaBiieHHbIE B paboTax, MOKA3bIBAIOT, YTO [UIS
COXpaHEHMS NCXOJHBIX 3HAUCHHUI KauecTBa PACIO3HABAaHUs, KBAHTOBAHHBIC
CeTH NPOXOAAT depe3 dTal JONOIHHUTENbHOTo oO0ydeHus. I[lonoOHBIN
MOJXOJ OTPaHMYMBACT KOJMYECTBO JOCTYIHBIX [UIl HCIHOJB30BaHUSA
METOJIOB, T.K. HE BCE OHM OONATa0T MHCTPYKIMEH WM HEOOXOAUMBIM
KOJIOBBIM COIIPOBOKACHUEM ISl MpoBeieHUs 00yueHus. IlosTomy, B cTaThe
paccMOTpPEH BapHaHT OICHKH W3MEHEHMs 3HAa4eHUIH OMMOOK MEepBOTO U
BTOPOTO poOJa IPHU YMEHBIICHUH KOJIWYECTBA OHT, BBIACISIEMBIX HA YHCIIO
BBIXOJJHOTO  MPOCTPAHCTBA  CETH,  OIMCHIBAIOLIETO  BHYTpEHHEE
NIPE/ACTaBICHNE HEWpOHHOW ceTH. Mcronp3oBaHuWe dYHcen C MEHBLINM
KOJINYECTBOM OHT ITO3BOJIMT CYIIECTBEHHO COKPAaTHTh 00BEM 0a3bl JaHHBIX
¢ uH(popManen 0 TUKTOpax, 4TO B CBOIO OUEPEab YJICIIEBISET MOANEPKKY
Onomerpuyeckoil 6a3bl maHHBIX. Llenbro padoTsl sBisiercst onenka SOTA
HEIpOCEeTeBBIX METOMOB PACHO3HABAHUS JUKTOPOB U  HUCCIEAOBaHHE
BO3MOXXKHOCTH MWHHMH3AIMN PECYpCOB, TpPeOyeMBIX ISl TOCTOSHHOW
MOJJEPKKH ~ OMOMETPUYECKOM  CHCTeMBl  0€3  JONOJHHUTEIBHOTO
U TPYA03aTpaTHOTO 0OYyUEHHUST HEHPOHHOU CETH.

2. UcnoJib3yeMble THNBI 4YHceJ ¢ IUiaBalomeii 3amatoii. Jlms
paboTBl ¢ BHYTPEHHUM IIPEACTaBICHUEM HEHPOHHOH CETH HCHOJIb3YIOTCS
HECKOJIBKO THIIOB YHCEI C IUIABAIOLINX 3aISITOM.

Float32 (oguHapHasi TOYHOCTH / TIONHAs TOYHOCTH) — THIT YHCIIA
¢ muaBaroledt 3amaroi, ompenenéH B cranmapre IEEE 754, xoropsiit



COZIEP)KUT BOCEMb OUT Ha SKCIIOHCHTY W JBAJIATh TPH OMTAa HA MAHTHCCY.
Jlmanazon quce ¢ IUIaBaroIen 3aIITON HaXOJIUTCS Ha
oTpeske +3,4x10%%,

Floatl6 (monyTO4HOCTH) — THUN YHCIA C TUIABAIOIEH 3amsToM,
ompenenén cranpapre IEEE 754, xoropblil conepXuT mnath OWUT Ha
9KCIOHCHTY U JIECATh OUT HA MaHTHUCCY. J[Mama30H YKcelt, MOMEIIAFOIIIXCS
B 3TOT THII, HAXOJUTCS HAa OTPE3KE +6,55x10%.

BFloat16 (brain floating point) — Tl 4nciia ¢ TIaBaIOIIEH 3aISITOM,
npexacrasineH i d¢dexruBaoro Beramcienus Ha TPU [10], xortopsiii
COJICPXKUT BOCEMb OHMT Ha SKCIIOHEHTY M CeMb OUT Ha MaHTHUCCy. J(nana3oH
YHCEN JJIs1 SKCTIOHCHTHI MPAKTUYECKH YKBUBAIICHTCH OJJUHAPHON TOYHOCTH.

Float8 (ESM2 u E4M3) — Tunm uucina ¢ IJiaBarouieil 3amsToi,
minifloat, mpencraBmer B [6, 10, 11]. Jms E5SM2 — mmana3oH uwcen
+5,73x10*. Jna EAM3 — quanason umcen +4,48x10°.

Float6 (E3M2, E2M3) — Tum 4ucen ¢ IUIABAMONICH 3aIsiToOM,
minifloat, onucan B [10]. E3M2 — nuanason uncen 128. E2M3 — nuanason
yucen *7,5.

Float4 (E2M1) — Ttum ywmcen c maBaromed 3amstoir, minifloat

onucan B [6]. IlpuHumaeT mNATHAAUATL 3HAYCHUH Ha OTpE3KE 16.
[-6; -4; -3; -2; -1,5; -1; -0,5; 0; 0,5; 1; 1,5; 2; 3; 4; 6].

Ha ocHoBe ¢opmyn 1-3, mpeicraBieH mnpumep MnpeodOpa3oBaHUs
Yyuclia U3 TMOJHOW TouHOCTH B minifloat ¢ BbimenaeHreM 4 OUT Ha YHCIIO
(E=2). Bo3bMéM umcio 4,5 (HaxoauTcst B JONYCTMMOM JIMANa3oHe YUCE
float4), B OWHapHON NOJHON TOYHOCTH TPEICTABISACTCS CICIYOIIUM
o0OpazoMm 0100,1, . O4eBUIHO, YTO MCXOAHOE YMCIO HAXOAUTCS MEXAY
IByMA JOMyCTHMBIMH 3HadeHwsmu: 4 (B=2, m=0) u 6 (B=2, m=1).
ITockonbKy, pa3HOCTH AOMYCTHUMBIX YHCET W UCXOAHBIM cocTaBisieT 0,5 u 2,
COOTBETCTBEHHO, TOTJAa HCXOJTHOE YHCIO MPUMET TO 3HAaYeHHE, KOTOpOe
obnajgaer HaMMEHbIICH pasHuner ¢ HuM, T.e. 4. [lo aHamoruu, wmcio 5
Oymer Tak ke mpeoOpa3oBaHo B uymciao 4; apyroe uucio 5,1 Oymer
npeodpa3oBaHo B 6. OcTanbHEIC MOIOKUTEIHHBIC YHCIA, KOTOPHIE BRIXOAAT
3a JMana3oH JOMyCTUMOTO 3HAUCHHS TaK ke OyAyT mpeoOpa3oBaHkI B 6.

3. TecroBblii Hadop ganHbIX. OIEHKAa BIMSHUS OWTHOCTH
9MOe/IMHra HEHPOHHOM CeTH Ha M3MEHEHHE OIIMOOK IEPBOTrO0 M BTOPOIO
pojia, MPOUCXOIUT HA AHTIOS3BIYHOM Habope danHbiXx VoxCeleb - 1 [12]—
CONIEpXKHUT OoJice cTa THICAY ayAHO(aioB JUIsi CEMU ThICSY JUKTOPOB,
JUTMHA 3amucu BappupyetTcs oT 3 1o 10 cekyHa, 4acToTa IUCKpPETH3AIUU
3ammuceit 16 x['m ¢ paspsgHOocThiO 16 Omt. s mpoBemeHHs mporiecca
BepuduKaum, pa3paboTunkaMu Jaracera COCTaBIICHBI mapel



ayauo3anucel, B KOTOPOM COYETArOTCS ayauodaiiabl TUKTOpa CaMUM C
co00if WM ¢ ApyruMH. DTOT HAOOp JAaHHBIX COCTOMT U3 TPEX HAOOPOB
VoxCeleb-E — comepxut 37611 mapy 3ammceir 6e3 ¢oHOBOro mIyma,
VoxCeleb-O — comepxxut 550894 mapsr 3ammcelr 0e3 (OHOBOrO mIyma,
VoxCeleb-H — comepxur 579818 map 3ammceid ¢ (OHOBBIM IITyMOM,
KOTOPBIIi ayrMEHTHPOBaH IOTyMaMH pa3HOro poma. B  Tabmume 1
NPE/ICTABIICHBI JaHHbIE O KOJMYECTBE NMaMsTH, TpeOyeMoW Ui XpaHeHHUS
BHYTPEHHHUX MPEACTAaBICHUI CETH ISl BCEX Map JUKTOPOB KaXXJ0ro Habopa
JAaHHBIX IMPHU UCHOJB30BaHUN PA3JIMYHBIX TUIIOB YHCEII. B CKO6KaX YKa3aHo
YHCII0, NTOKa3bIBAIOIIee Ha CKOJILKO, YMEHBIIMIOCH KOJIMUECTBO TPEOYeMbIX
MbB Ha XpaHeHHWE KBaHTOBaHHOW 0a3bl IAaHHBIX OTHOCHUTEIBHO IOJIHON
TOYHOCTH.

Ta6mmma 1. O6bpéM HabopoB nanHEIX VoxCeleb-1 mpu pasHoM THIIe Yucen
C IIABAIOIIEH 3aIIITON

Habops! maHHBIX
VoxCeleb-E, VoxCeleb-0O, VoxCeleb-H,
(MB) (MB) (MB)
Float32 73,46 1075,96 1132,46
Float16 36,73 (136,73) 537,98 (1537,98) | 566,23 (1566,23)
Float8 18,36 (155,09) 268,99 (1806,97) | 283,11 (]849,34)
Float6 13,77 (159,69) 201,74 (1874,22) | 212,34 (1920,12)
Float4 9,18 (164,28) 134,50 (1941,47) | 141,56 (1990,90)

4. Metoanka oumeHKHU. /{7151 OLEHKH CXOXKECTH MEXIy BBIXOJHBIMH
TEH30paMH HEHPOHHOW CeTH IO M IIOCJ€ YMEHBIICHHS KOJMYecTBa OHT
HCTIOJIb3YETCSl METPUKA KOCHHYCHOTO CXOJCTBA:

cos(a) =

‘ ’ “

Q

2
g
rae cos(a) — Ko3((UIMEHT KOCHHYCHOTO CXOACTBA; a , b — BEKTOpHOE

MPENCTaBICHUE JBYX ayauO3aIlice; ‘(1‘ , |b| — EBKJIMIOBAa HOpMa
BEKTOPOB; (g,b) — CKAISIPHOE IIPOU3BE/ICHUE.

Ornenka W3MEHEHMH TIoKazareliell KOA((HUIUEHTOB KOCHHYCHOTO
CXOJICTBA OCYLIECTBIISIETCS ITyTEM BBIYMCIICHHSI OLTHMOOK MEPBOIO M BTOPOTO
pola M paBHOBEpOSTHOW OWMOKM. MaremaTtuueckoe —oOIpeseseHue
IPEACTaBICHO!



EER |p_rpn= FAR = FRR;

R FP
FP+TN’ ©)
FRR= 1N
FN+TP
rne EER — paBroBepositHas ommOka, mepecedeHne OMMGOK MEpPBOrO

1 BTOPOTO POJIa; FAR — ommnGxka nepsoro poxa; FRR — ommbka Broporo
pona; FP — noxwo npunsitere 3ammcn; TP — Bepro mpumsitsie 3ammcm; [V

— BepHO oTBepruyThIe 3anucy; N — 105HO OTBEPTHYTHIE 3aIUCH.

[Ipu ucnonp30BaHUM PA3IUYHBIX TUIIOB YUCEN B BHIXOJHOM TEH30PE
MOJIeNH, 3HAUYEHUs OMIMOOK IIEPBOTO W BTOPOTO POZa MO3BOJSIOT OLEHHUTH
TEH/ICHIINIO W3MEHEHWH 3HAYCHWH METPHUKH CXOXXECTH OTHOCHUTEIBHO
6a3oBoii Bepcun cetn. Ha pucynke | mpenctaBieHa cxeMa, ONMFCHIBAIOIIAS
IpoIlecC OIEHKH pAacHO3HAaBaHUS IOUKTOPOB, KOTOpas HCIOIB3YeTCs
B PaMKax HCCIICIOBAHMUSL.

KBaHTOBaHue

ImbepamHr 1 ImbepanHr 1

3anucb 1 (FP32) (FPx)

—— i _— Pesynbrar
Mogenb KnaccndukaLyvs e

_ e B
3anucb 2 ImbeaauHr 2 ImbeaauHr 2

(FP32) (FPx)

Puc. 1. Pacno3naBanue TUKTOPOB IPU pa3HOM THUIIE YUCEI C IIaBarollei 3ansaTon
B DMOEIIUHTE

PesynbraTom Kitaccudukanum seisiercst KoopQUIHEeHT KOCHHYCHOTO
CXOJICTBA, NP CPaBHEHHH CO 3HAYEHHUEM IOpOTa NMPHHUMAETCS pEIICHHE
0 COOTBETCTBHUHM ABYX 3aIUCEH K OTHOMY U TOMY XK€ AUKTOPY.

5. Context Aware Masking. CAM++[13] - cBéprouHas
HElipOHHAs CeTh, KOTOpas COACPXKUT 7,2 MHIJUIMOHA MapaMeTpOB.
OTHOCHTCS K MOZAEIAM, KOTOPBIE pabOTaIOT C MPEACTABICHIEM AUKTOpa Ha
06aze x-Bektopa [14]. [lng w3BNedeHWs TPH3HAKOB W3 BHYTPEHHETO
MIPOCTPAHCTBA, JACCATUCEKYHIAHOW 3amucu, monenu tpedyercs 264,43 Mb
BUJICOIIAaMATH. OHy6HI/IKOBaHHaﬂ BEpCHUA CETU 06yqua Ha aHIJIOA3BIYHOM
Habope ganHbix VoxCeleb-2 [15]. Pa3paboTunMkaMu BBUIOXKEH KOJ
u HeO6XO}II/IMLIe HWHCTPYKIUU AJI MpoBEACHUA JOITIOJIHUTECIIBHOI'O



00ydeHUsI, OJHAKO IOCTYITHOE€ KOJOBOE COIPOBOKACHHWE INPEIHA3HAUYEHO
JUIs1 paObOTHI TOJIBKO ¢ OTHUM Habopom gaHHbIX VoxCeleb-2.

ITepen WU3BJICYCHUEM TPU3HAKOB, BXOJHOM CHUTHAI
peoOpa3oBhIBAlOT B OJOK (QHIBTPOB C pa3MepoM OKHa 25 MC W IIarom
10 mc. CdopmupoBaHHBIHE ONOK (QUIBTPOB TMOAAETCS Ha MOIYJb,
COCTOSIIIUM W3 YETHIPEX MPOITYCKAIOIINX OJIOKOB, KOTOPBIE HCHONB3YIOTCS
JUIsl U3BJICUCHHMS TIPU3HAKOB 110 BPEMEHHU M YacToTe. [loiyueHHble NpU3HaKK
MOCTYIAIOT Ha TPH IOCIe0BaTeNbHBIX MoauduipoBanueix D-TDNN [16]
6noka. Kaxnprit 670k cocTouT M3 ABYX BHyTpeHHHMX Moxyneit CAM [17]
u TDNN.

Jlist mpoBesieHHsl OLEHKM M3MEHEHMsl OIIMOOK MEpBOro W BTOPOTO
poJa, MpOM3BEAEH aHAJIM3 paclpeleleHul KOCHHYCHBIX KOd((HIMEHTOB
CXOKECTH MEXIy BBIXOJHBIMH TEH30pPaMH HEHPOHHOW CETH 10 M MOCIie
BBIJCIICHNS PA3IMYHOTO KOJIMYecTBa OWT Ha umcno. llepBu4HAas OIeHKa
BIMSHUA OWTHOCTH BHYTPEHHUX IPEICTABICHHH OCYIIECTBISIETCS IyTEM
BU3yalbHOTO aHAlN3a WM3MEHEHUS TPa(uKOB AT Pa3HBIX TUIOB UHCEI
OTHOCHTENIFHO TOJyYCHHBIX PE3YNbTaTOB U IOJHOW TOYHOCTH. boree
mmpokne o0JacTH TpaduKa COOTBETCTBYIOT OONBIIEMY KOJHYECTBY
K03()(DULMEHTOB KOCHHYCHOTO cXoJncTBa. [loiydeHHbIe pe3yibTaThl
IIpeJCTaBICHbI HA PUCYHKE 2.
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Puc. 2. U3meneHne pazopoca KOCHHYCHOTO CXOJICTBA IIPH KBAHTOBAaHUH 3MOCINHTA
CAM++

U3 rpadmka, TpencTaBIeHHOT0O Ha pPHUCYHKE 2, CIEIyeT, d|TO
BBIJICJICHHE MEHBIIIEr0 KOJIMYECTBA OMT HA YKCIIO BBIXOJHOTO MPOCTPAHCTBA
CAM++ He3HauMTENFHO WM3MEHWIO OOIlee paclpeesieHne KOCHHYCHBIX
k03¢ duieHToB cxonacTBa. [lomydeHHbIE Pe3yJbTaThl MO3BOJLSIIOT CHAENATh
3aKIoueHre 00 YCTOWYMBOCTH AMOCIUIMHIAa CeTH NpH  I[POBEICHHU
NpoLEaypbl  KBaHTOBaHHs. [lOATBEep)KICHWEM  MOJYYCHHBIX  BBIBOJIOB



SIBJISIIOTCS JIaHHbBIC, ITOKA3aTelu ONIMOOK I[IEPBOrO M BTOPOro poja MpH
3HAYCHUH PEIIAOIIEro Mopora, NpeCTaBIeHHOro pa3paboTyuKaMu METo/a,
paBHoro 0,381 [13]. IlomyueHHBIE pe3yibTaThl MPEACTaBICHBI B TabimIle 2.
Bosme kaxmoro 3HaueHHWs OMMOKH B Tabmume OyaeT NpenocTaBiIeHO
yCJI0BHOE 0003HAYECHHUE: | — €CIIU TOJNYYMBIIUKICS MOKa3aTeb YIIydIIHICs,
[0 CPaBHEHHIO TMOJYYCHHBIMH B MOJHONH TOYHOCTH, YTO MPHUBEIO K
YMEHBIICHUIO OIIMOKH; T — €CIIM MOJTYYUBIINICS MOKA3aTeb YXY/IIIUIICS, 1O
CPaBHCHUIO TIOJYYCHHBIM B MOJHON TOYHOCTH, YTO MPHBENIO K YBEIMYCHUIO
METPHKH; WIA = — 3HAYUT, YTO TIOKA3ATEIIM METPHUK COBIAIAIOT JJIsi 00OUX
THUIIOB YUCEJI U 3HAYCHUS OIIJI/I6KI/I HE U3MCHMUIICA.

Tabnuma 2. I3MeHeHne ommO0oK IepBOro ¥ BTOPOTO PoAa IPH KBAHTOBAaHUU
BHYTpeHHero npoctpanctsa CAM++

HaGops! JaHHBIX
VoxCeleb-E VoxCeleb-O VoxCeleb-H
FAR, FRR, FAR, FRR, FAR, FRR,
(%) (%) (%) (%) (%) (%)
Float32 0,93 3,61 1,39 2,94 3,86 3,47
0,93 3,61 1,39 2,94 3,86 3,47
Floadé | ©) ©) ©) ©) ©)
0,93 3,61 1,39 2,94 3,86 3,47
Bloatle | & &) &) &) &) &)
Float8 0,91 3,66 1,36 2,97 3,79 3,53
e5m2 (10,02) | (10,05) | (10,03) (10,03) (10,02) (10,08)
Float8 0,93 3,62 1,37 2,95 3,84 3,49
edm3 =) (10,01) | (10,02) (10,01) (10,02) (10,02)
Float8 0,94 3,61 1,39 2,93 3,86 3,48
e3m4 (10,01) (@) (@) (10,01) =) (10,01)
Float6 0,91 3,67 1,36 2,97 3,79 3,53
e3m2 (10,02) | (10,06) | (10,03) (10,03) (10,07) (10,08)
Float6 0,92 3,63 1,37 2,96 3,83 3,51
e2m3 (10,01) | (10,02) | (10,02) (10,02) (10,03) (10,04)
Float4 0,80 4,10 1,19 3,29 3,37 3,95
e2ml (10,13) | (10.49) | (10.20) (10,35) (10,02) (10,52)

W3 naHHBIX MpeNCTaBICHHBIX B TaONMIE 2 CIEAYET, YTO 3HAYCHHUS
OIMMOOK TEpPBOrO ¥ BTOPOTO pPOJa HE3HAYHTEIBHO  MEHSIOTCS,
npubimsutensho, Ha 0,03% u 0,05% npu BCroab30BaHUN TUIIOB JTAHHBIX C
BOCBHMBIO WM miecTbio Outamu; Ha 0,2% u 0,52% mpu BBIIEICHUN 9eTHIPEX
outr Ha uwncmo. Jlnsd TONMydeHHs NeTambHOH WH(POPMANWK O BIMSHAU
KBaHTOBaHUS BHYTPEHHMX IIPEACTABICHUI HEMPOHHON CETU HA PE3YJIbTATHI
pacro3HaBaHHs IUKTOPOB, HEOOXOIMMO OTIPEACIHUTH 3HAUCHHS PEIIarOIIuX
MOPOTOB HYepe3 HaXOXKICHHE PAaBHOBEPOSTHOH ommOku. Bruto 3amedeHo,
gro nipu onieake EER, 00brdHO, rpadmky ommOOK MepBoro U BTOPOTO poja
KBaHTOBAHHBIX 3MOEIIUHIOB MPAKTUUECKH COBMAJAIOT C Pe3ybTaTaMH,



MOJYYEHHBIMHU MIPH UCIIOJIb30BAaHUHU MOJHOM TouHOCTH. [T0o3TOMY, B CcTarhe
MPE/ICTABICHBI TOJIBKO T€ Pe3yJbTaThl, B KOTOPBIX OTKIOHEHHE TpadHKoOB
omuOOK BU3yadhbHO 3aMeTHB. Ha pucyHke 3 mpeacTaBieHBl TpaduKu
nepecedeHui OuMOOK NEPBOro M BTOPOTO POAA IPH UCIOJIH30BAHUH THIIA
grcen qaHHbEX float4-e2ml u float32.

EER CAM++ float4_e2m1, VoxCelebE

100 ---- Owwmbka nepeoro poaa floatd_e2m1fn
---- Ownwbka BToporo poaa floatd_e2mifn

—— Owwbka nepeoro pofaa float32

80, — Owwbka BTOpPOro poaa float32

3Ha4veHune owmnbku (%)

0.0 0.2 0.4 0.6 0.8 1.0
ABCONIOTHOE 3HaYeHMEe HUXXHEro nopora

Puc. 3. [lepeceuenne ommoOOK NEPBOTO ¥ BTOPOTO POAA IIPH BBIIEIEHUN YETHIPEX
ouT Ha yncio st sMoemuara CAM-++

W3 pesynbTaToB, NpeicTaBIeHHBIX Ha Tpaduke pucyHKa 3 cieayer,
YTO MpH Hcnoib3oBaHuu float4-e2ml Touka rmepecedeHus: OMMOOK MEPBOTO
1 BTOPOT'O pOZa COBNAAAET C TOYKOM, OJyUYEHHOM IIPU MOJTHOW TOYHOCTH.

6. Reshape Dimensions Network. ReDimNet [18] — cBéprounas
HEWpOHHAs CeTh, OTIMYUTEIFHONH OCOOCHHOCTBIO, KOTOPOH SIBIISETCS
W3BJICUCHNE  YHUKAIBHBIX  PEUYEBBIX  MNPH3HAKOB  IHWKTOpPa  TpH
KOMOVWHHMPOBaHMH JIByX THUIIOB CBEPTOYHBIX CJIOEB: OJHOMEPHOTO U
JIByMEpHOro. Mozenb COIepKUT 5 MUJUIMOHOB NapaMeTpoB. [ u3BneueHus
NPU3HAKOB U3 BHYTPEHHETO0 IPOCTPAHCTBA, JAECSATUCEKYHIHON 3alucH,
Tpedyercst 4615,97 Mb Buneonamstu. I[loTpebiieHre Takoro OOJBIIOTO
KOJIMUECTBA MaMATH IO COOTHOIIEHHIO K MaJIOMy KOJMYECTBY MapaMeTpOB,
MPOUCXO/IUT W3-32 UCIIONB30BAHMS ILIECTH OJIOKOB MHOTOTOJIOBOTO BHUMAHMS
Ha KaXObli w3 HHUX npuxomutcs mo 663 Mb (ucmomp3yroTcs TEH30pHI
C BBICOKOW pa3MEpPHOCTHIO B Ka4eCTBE OCHOBHBIX KOMIIOHCHTOB BHHMAaHWS:
KJIFOY, 3HAYeHHe, 3ampoc). OmyOnMKoBaHHAS Bepchs MoIenu oOydeHa Ha
HECKONIBKMX  Habopax  maHHBIX  VoxBlink-2 [19] u  VoxCeleb-2.
Pa3zpaboTunkamMu MeToma HE BBUIOKEHa HEOOXOIMMAsh WHCTPYKIHSA UL
0o0y4eHHs MOAENM Ha HOBOM SI3HIKOBOM JIOMCHE WIIM HaOOpe [aHHBIX.
Ha pucynke 4 mpezacraBien rpaduk s HaOopa maHHbiXx VoxCeleb-E
B 3aBHCHUMOCTH OT KOJIMUECTBA BBIICJICHHBIX OUT HA YHCIIO B SMOCATUHTE.
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Puc. 4. U3menenue pazdopoca KO3PPUIUECHTOB KOCHHYCHOTO CXO/ICTBA
npu kBaHToBaHKUH dMOennunra ReDimNet
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W3 rpaduka, mnpencraBieHHOrO Ha pUCYHKe 4, cIeayeT, YTo
pacnpezneneHne Ko3((GHUIMEHTOB KOCHHYCHOTO CXOJCTBA IIPH BBIICICHUH
MEHBIIET0 KOJHWYeCTBA OMT CXOXEe C paclpeleseHHEeM IpH BBIICICHUH
TpuOUaTH AByX Out. B Tabmume 3 mpencTaBieHBl 3HAYCHUS OIMIMOOK
[IepBOrO W BTOPOTO pOJa IPH 3HAYCHHWH PELIAIOIIET0 Opora paBHOTO
0,351, momy4eH B X0/i€ MCCIICTOBAHMS.

Tabmuna 3. I3MeHeHne ommOoK IepBOro M BTOPOTo poza NPy MEePEeKBaHTOBAHUU
BHyTpeHHero npocrpanctBa ReDimNet

Habops! taHHBIX
VoxCeleb-E VoxCeleb-O VoxCeleb-H
FAR, FRR, FAR, FRR, FAR, FRR,
(%) (%) (%) (%) (%) (%)
Float32 1,57 0,41 2,59 0,19 4,97 0,42
Floatl6 1,57 0,41 2,52 0,19 4,97 0,42
= = (10,07) = =) =
1,57 0,41 2,61 0,19 4,97 0,42
Bloatl® | & G | e | & ©) &)
Float8 1,56 0,42 2,55 0,19 491 0,43
eSm2 (10,01) (10,01) (10,04) =) (10,06) (10,01)
Float8 1,57 0,41 2,58 0,18 4,96 0,43
e4m3 =) =) (10,01) (10,01) (10,01) (10,01)
Float8 1,44 9,47 2,47 7,32 4,53 0,48
e3m4 (10,13) (19,06) (10,12) 17,13) 10,44) (10,06)
Float6 1,56 0,42 2,55 0,19 491 0,43
e3m?2 (10,01) (10,01) (10,04) =) (10,06) (10,01)
Float6 1,47 0,46 2,40 0,23 4,63 0,46
e2m3 (10,10) (10,05) (10,19) (10,04) (10,34) (10,04)
Float4 1,32 0,56 2,17 0,34 4,17 0,55
e2ml (1025 | (10,15) | (10,01 (10,15) (10,80) (10,13)




[To mamebIM B Tabiure 3 BHAHO, YTO M3MEHEHHE NPHU BBIACICHUH
4eThIpéX OWT 3HAUeHHe OIMMOKM mepBoro pona ymydmwmiack Ha 0,32 %,
3HaYeHHe OIMOKM BTOporo poxa yxynmmiack Ha 0,15 %. B apyrmx
CIydasX 3HA4eHHUS OINMOOK, MPAaKTUYEeCKH, HIACHTUYHBI TOKa3aTelsIM
omuOO0K, TMONydeHHOH B MONHON TouHOCcTH. Ha pucyHke 5 mpemcraBieH
rpaduK mepecedeHrs OIMHOOK IMEPBOTO M BTOPOTO pOJa IPH BBICICHUU
4eThIpEX OUT Ha YHCJIO.

EER ReDimNet float4_e2m1, VoxCelebE

100" ---- Owwubka nepsoro poaa float4_e2mifn -
---- Owwubka BTOpPOro popa floatd_e2m1ifn %

—— Owwbka nepsoro popa float32 5

80 — Owwubka BTOporo pona float32 /
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ABCONOTHOE 3HAYEeHNE HUIXKHEro nopora

Puc. 5. [lepeceuenne ommoOOK NEPBOTO ¥ BTOPOTO POAA IIPH BBIIEIEHUN YETHIPEX
out Ha uncio it sMoegnuara ReDimNet

W3 rpadmka, mpencTaBIeHHOTO Ha PHCYHKE 5, clexyer, 4To MpH
BBIIEICHUN YETHIPEX OMT Ha YHCIO HE NPHUBOIUT K CIOBUTY 3HAYCHHUS
pelIaIero Imopora, OTHOCHTEIbHO ©0a30Bod Bepcuu ceTu. UTo
COOTBETCTBYET HCIIOJIF30BAaHUIO HEOOXOAUMOTO JAUANa30HA YHCEN KakKJOTro
THNIA JaHHBIX JUIS COXPAaHEHHWS WCXOAHBIX I[IOKa3aTeJed KadecTBa
pacro3HaBaHHS.

7. WavLM. WavLM [20] — HelipoHHas ceTh, Oa3upyromas Ha
apxutexrype tpaHchopmep [21], comepxur 100 MUIUIMOHOB HapaMeTPOB.
Mopgenb paspaborana Juisi penieHus psija 3aaad: BepupuKaius JUKTOPOB,
aBTOMATUYECKOE paclO3HABAHUE PeuH, AUapu3alus AUKTOPOB. BropuuHoi
napameTpu3alreil peueBoro CUrHaa siBysieTcst 6J0K (GUIBTPOB C pa3MepoM
okHa 25 mc u maroMm 10 Mc. ApXUTEKTYpHO MOJEINb ACIUTCS Ha JBE CETHU:
MIPOCIMPYIONIN BTOPHYHBIC TPH3HAKH PEUEBOTO CHTHAJa BO BHYTpEHHEE
MIPOCTPAHCTBO CETH, COCTOUT M3 CEMH CBEPTOUYHBIX OJIOKOB (OTHOMEpHAsS
cBéptka ¢ ¢yHkumeit axtmBanuu GELU [22]); ammpoxcumartop, KOTOPBIH
COCTOWT W3 JBCHAANATH OJOKOB MEXaHM3Ma BHUMAHHSA, apXUTEKTYypPHO



SIBJISIETCSI KOAMPOBILUKOM $3bIKOBOM Mozenu. Jljisi u3BieveHus MpU3HAKOB
W3 BHYTPEHHEro IPOCTPAaHCTBA, JCCSATUCEKYHIHON 3amHCH, MOJENn
Tpebyercss 487,73 Mb Bupeomamstn. PaccmarpuBaemas BepcHsl MOJIENH
oOydueHa Ha HECKOJBKUX aHTJIOSN3BIYHBIX HaOopax maHHBIX Libri-Light [23],
GigaSpeech [24], VoxPopuli [25]. Pa3zpaboTunkamMu MeTOAa HE BBUIOKEHA
HEoOXoAnMasi MHCTPYKIHMS JJisi OOydeHUs] MOJENH Ha HOBBIM S3bIKOBON
JIOMEH WM HAa0Op aHHBIX.

[Mpouenypa oueHku pacmpeneneHuss KodpQUIMEHTOB KOCHHYCHOTO
CXOACTBA NPpH Ppa3sHbBIX KBAHTOBAHUAX BBIXOAHOTO HpEIlCTaBJIeHl/Iﬁ MOJCIIN
aHaJorMyHa TpenpaylieMy paszeny. Ha pucyHke 6  npencrasieH
COOTBETCTBYIOIINH rpaduK.
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Puc. 6. U3menenue pazdopoca KO3PPHUINECHTOB KOCHHYCHOTO CXO/ICTBA
pu KBaHTOBaHUM dMOenanHra WavLM

W3 rpaduka, nmpeacTaBIeHHOrO Ha PUCYHKE 6, ClelyeT, 4TO IpHU
BBIJICJICHUH IIECTH OMT Ha YUCIIO BBIXOJHOTO TEH30pa, HabyonaeTcs Oosee
BBIPaKEHHOE paclpeielIeHHe KOCHHYCHBIX KO((HUINEHTOB Ha OTPE3KE OT
oxHOTO 110 Hyns. IIpu BbIIENeHHN YETHIPEX OWUT HA YMCIO OOJNbIIAs YacTh
K03(h(pUIIMEHTOB KOCHHYCHOT'O CXOZCTBA pacIpeAeisIeTcs BO3JE HyJs, YTO
CBHUJICTENBCTBYET 00 M3MEHEHHH IOJO0XKEHHS TOYKH IEPECceUCHUs OMIMO0K
mepeoro u Broporo poma ot 0,86 x 0,1. TlomoOHoe w3MeHEHHE
pacIpeneneHus, MO3BOJSIET CAENaTh BHIBOA 00 W3MEHCHHMH PEIIArONIETo
MOpora OTHOCUTEJILHO 0a30BOM BEPCHU HEHPOHHOI ceTH.

WNudopmanus 06 u3MEHEHNH OLIMOOK MEPBOIO U BTOPOTO poja, Mpu
3HAQUEHWH peIIAIoNmero Mopora, MpeJCTaBIeHHOI0 pPa3padOTYUKaMU
merona, 0,86 [20], mpoaemMoHcTpupoBaHa B Tabnuie 4.



Tabmmma 4. MI3MeHeHne ommO0K epBOro ¥ BTOPOTO Pojia HpY KBAaHTOBAHUH
BHYTpeHHero npoctpanctsa WavLM

Habops! naHHBIX
VoxCeleb-E VoxCeleb-O VoxCeleb-H
FAR, FRR, FAR, FRR, FAR, FRR,
(%) (%) (%) (%) (%) (%)
Float32 4,57 1,10 6,23 2,96 2,01 1,04
Floatlé 4,57 1,10 6,23 2,96 2,01 1,04
= (@) (@) = (@) (@)
4,57 1,10 6,23 2,95 2,01 1,04
Brleat® | 9 ©) ©) ©) ©) ©)
Float8 4,34 1,17 5,99 322 19,26 1,10
e5m2 (10,17) (10,07) (10,24) (10,26) (117,25) (10,06)
Float8 4,10 1,12 6,14 3,04 19,90 1,05
e4m3 (10,47) (10,02) (10,09) (10,08) (117,89) (10,01)
Float8 4,10 1,27 5,68 3,58 18,31 1,18
e3m4 (10,47) (10,17) (10,55) (10,62) (115,35) (10,14)
Float6 0,05 9,60 1,10 22,83 3,20 9,20
e3m2 (14,52) (18,50) (15,13) (119,87) (11,19) (18,16)
Float6 0,06 55,03 0,20 65,57 0,04 54,68
e2m3 (14,51) | (154,07) (16,03) (162,61) (11,97) (153,64)
Float4 0,04 97,55 0,0 99,63 0,01 97,54
e2ml (14,53) | (196.,45) (16,23) (196,67) (12,00) (196,50)

Ilo pe3ynbpTaTam,
rpaduKu mepeceueHus ONIMOOK MEePBOr0 M BTOPOTO POJa MPU BEIICICHUU
4eThIpéX OUT Ha yrcio ambenauara WavLM, pucyHok 7.

MpeCTaBICHHBIM B  Tabmuie 4,

EER WavLM float4d_e2m1, VoxCelebE

MOCTPOEHBI

100 i
S 80
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X
\g 60} ---- owwm6ka nepsoro pona float4_e2mifn
3 ---- OwwubKa BTOpOro poga float4d_e2mifn
g —— Ouwwnbka nepsoro poga float32
S 4Q; —— Owwubka BTOPOro poaa float32
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Puc. 7. Ilepeceyenue ommbOOK MepBOro ¥ BTOPOr0 poJia MPH BEIAETECHUH YETHIPEX
6UT Ha yuco A 3mOenanara WavLM




W3 nanHBIX, IpeICTaBICHHBIX B TabmuIe 4 1 Ha pUCYHKE 7, CIIEAyeT,
YTO KBaHTOBAaHWE BBIXOMHOTO TeH30pa WavLM Bo float4 mpuBeno
K CMEIIECHHUIO TepEeCceUeHUs OmMnO0K mepBoro u BToporo poma ot 0,9 k 0.
[MomoOHEBIN pe3ynbpTaT IMONyYeH W3-3a HCIOJIB30BAaHUS HEAOCTATOYHOTO
KOJIMYeCTBAa JOIYCTHMBIX 3HaUYeHHWH nuamazoHa Bo float4, mo cpaBHEHHIO
c npyrumu  tunamu  gucen. Opmnako, mmi CAM++ um ReDimNet nHe
MPOU30IIUI0 CHJIBHBIX HW3MCHCHHH OTHOCHUTENIFHO IIOJHOW TOYHOCTH,
MOCKOJIBKY HCIIOJIB3YETCS HEOOXOAUMBINA JHANa30H 3HAYCHHHA B CKPBITOM
MMPOCTPAHCTBE CCTHU, AJId MOJYUYCHHA TOYHOCTH PpaCliO3HaBaHUA 6ﬂH3KOﬁ
K UICXOJHOM BEPCUU CETH.

PaccMOTpUM HOPMUPOBAHHBIN NMEPUOJUYECKUI CUTHANL C 4aCTOTOH
quckperm3amuu 16 k[ M JUIMTENBHOCTBIO JIBE CEKYHIBI, KOTOPBIH
COIICPKUT TOJHKO IBa MpeleNbHBIX 3HaueHus -1 u 1. CuHTEe3MpOBaHHHBIN
CHUTHAJ TO3BOJSICT TIONYYUTh MAaKCHMAIBHO JOMYCTHUMBIC 3HAYCHHUS
BBIXOTHOTO BHYTPCHHETO MPOCTpPaHCTBA HEHpOHHOM ceTH,
COOTBETCTBYIOIIIE pealbHOMY pedeBoMy curHamy. [Ipum mnpoBeneHun
aHanmM3a 3HAYCHWH aKTUBAIMA HEWPOCETEBBIX MOJENEH HCIOIB3YIOTCS
CIIeIyIONINe TIOKa3aTeNu: MAaKCHUMAaJIbHOTO, MHHHUMAIBFHOTO, CpPETHEro
U CTaHAAPTHOTO OTKIOHEHHSA. CTPYKTYpbl pacCMaTpHBaeMBIX CeTeil, Ha
JTame OO0y4eHHus, MOXXHO OOOOmHUTh TpeMs OJOKaMu: TpeTHdHas
napamMeTpusanusd, armnpoKCUMalusad YHHUKAJIbHBIX PEYCBBIX IIPU3HAKOB
HEWpOHHOW ceThio, Kinaccupukauus (BepudHKaUU JUKTOPOB U3
oOyuaromel BeIOOpkHM). Ha osrame mpuMeHEHHWS HE HUCIOIb3yeTcs OJ0K
Kinaccu(puKau. YHHUKAJIbHBIC IPU3HAKHA PEUH, COACPIKAIINECS B CKPHITOM
MPOCTPAHCTBE HEHPOHHOW CETH, MOJIYYAIOT C OJHOTO U3 IOCICIHUX CIOEB
HEHpOCeTeBOro ammpokcuMmaropa. HecMoTps Ha apXHTEKTYpHOE pa3iindue
cereir, y CAM++ u ReDimNet ects omHa 00IIast eTanb, HCIOIb30BAHHE
B COCTaBe MocjeaHero Ojioka, cioi HopManm3anun MHUHH-naketoB (batch
normalization, BN) [26]. Ilockonbky, wWH(pOpMamMs  H3BJIEKaeTCs
C IOCIIEAHMX CJOEB  aANIpPOKCHMAaTOpa, I[esecooOpa3sHO  paccMOTPETh
3HAYEHUs AaKTUBAlMH /O M TOCIe MpPOXOoXJaeHus dyepe3d ciod BN.
JIOTIOTHUTEIPHO H3YYHUTh TIOKA3aTENIN BXOIHOTO TEH30PA.

Jnst BxomuHoro TteHsopa: 11,445; -15,942; 5,615; -12,437. Husa
CAM++, mokazarenu B 3Mmbemauare pasuel: 0,179; -0,245; -0,002; 0,072
n 5,010; -6,509; -0,067; 1,979; no u mocine mpoxoxaeHue depe3 ciaoid BN,
COOTBETCTBEHHO.

Jns Bxomnoro Ttenszopa: 1; -1; 0,333; 0,943. Jns ReDimNet,
mokazaHus B 3MOemauHre paesel: -3,639; 4,017; -0,229; 0,891 u -14,850;
14,575; 0,287; 4,875; mo u mocie mnpoxokaeHue uepe3 cioil BN,
COOTBETCTBCHHO.



Y WavLM B 1nocinegHuX CHOSX HE HCIHOJB3YETCs  CIOH
HopManm3anuu. [loaToMy, paccMOTpeHBI 3HaYCHHS aKTHUBAIMA O W TOCIe
MIPOXOXKICHUS depe3 MOCIETHUHA CIIOH, 3HAYSHHsI KOTOPOTO HCHONB3YIOTCS
Ui JaneHewmed xmaccudukanuu. g BxogHoro Temsopa: 1; -1; 0,943;
0,333. Ins smOemuaTa TIosTy4deHs! cienytomue 3HadeHws: 0; 0,274; 0,002;
0,014 um -0,316; 0,1790; -0,0289 mo wm mociue NPOXOKACHUS dYepes
MOCIIETHEN CJIOM CETH.

Ilo momyyeHHBIM pe3yabTaTaM MOXHO BBIIBHHYTH THIIOTE3y 00
YCTOWYUBOCTH KBAHTOBAHHOTO 3MOC/IMHIa K KBAHTOBAHHIO B 3aBUCUMOCTH
OT COCTAaBJIIOUIMX OJIOKOB apXUTEKTyphl HeHpoHHOU cetn. B cocras
apxurektyp CAM-++ u ReDimNet Bxoaur ResNet Omok, 4 u 17
cooTBeTcTBeHHO. Ha pucyHke 8 mpencraBieHa CTpyKTypa OJioka.

BxoaHoe cKpbIToe NpoCTPaHCTBO

CBEpTOYHbLIN crov 1

Crnon Hopmanusauuu 1

DyHKUMS akTMBaLmm 1

CBEpTOYHbIN Crov 2

SMHBHNT200 aamoienoAuody

‘ Cnoit Hopmanusauum 2

®yHKUMA aKTUBaLUMM 2

BbixoaHOE CKpbITOE NPOCTPaHCTBO
Puc. 8. Ctpykrypa ResNet Gioka

Ecmm mccnenyemas apxurektypa comepxuT ResNet Omokm, TO
JIMana30H 3HAYCHHWH BBIXOJHOIO TEH30pa II0C/IE MNPOXOXKICHUS uepe3
nocinenuuit BN Oymer jmocratoueH JUis TPUMCHEHHS KBAaHTOBAHUS,
Hanpumep, float4 ©Oe3 moTepum KadecTBa OTHOCHUTEIBHO 3HAYCHHUN
SMOeJIMHra B TMOJHOW TOYHOCTH. B Jpyrux ciaydasx HEOOXOJUMO
MPOBECTH JIOTIOJHHUTEIBHYIO TIPOLCAYPY OICHKH BBIXOJAHOTO TEH30pa
13 OCHOBHOTO aIPOKCUMHPYIONIETO OJI0OKa CETH.



[TockoyibKy, TIOJNIy9€HHBIE  Pe3yJabTaThl  XapaKTEPHBI  TOJBKO
CHHTE3UPOBaHHOMY CHUTHaTy. [IpoBeeHo mcciemoBaHme IS AECATH THICSIY
BBIXOJHBIX CKPBITBHIX IPOCTPAHCTB, COOTBETCTBYIOIINE PEATHHBIM PEUCBHIM
curHanaMm, mozaened CAM++ u WavLM mpu BeIOENeHHH TPUALATH IBYX
1 9eTBIpEéX OWT Ha umcno »MmoOennuHra. s HWCCIeOBaHUS MOTYYCHHBIX
pe3yIbTaTOB KBAHTOBAHHBIX YHCET MOCTPOCHBI TPapuKH CO 3HAYCHUSIMH
4KceJ BHYTPCHHETO MPOCTPaHCTBa HelpoHHBIX ceteit s float32 u floatd.
Ha pucynke 9 B myHKTe a) — TpeACTaBJICHbl PE3yJbTaThl KBAHTOBAHHS
it CAM++, B nyHkTe 0) — NpEACTaBICHBI pPE3yJbTaThl KBAHTOBAHHSA
s WavLM.,
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[onycTumble 3Ha4eHus Float4
0) xBanToBanue smoeaauara WavLM Bo Float4
Puc. 9. Pactipenenenue 3nauenuii smoenuaros a) st CAM++ 6) nimst WavLM
IIPY BEIJIEIEHUH 4 OHUT Ha YHCIIO



W3 pesympraToB TpaduKOB, TPEACTABICHHBIX HA PHUCYHKE 9,
cIenyeT, 4To B KBaHTOBaHHOM »MOemauHre CAM-++ MoOXeT copepKaTrbest
BECh NIOCTYNMHBIA auama3oH umcen Bo float4d. M3-3a Toro, 4To 3HAYCHHS
aMOenuHToB is WavLM B MOJHON TOYHOCTH JIeKaT Ha oTpeske oT -0,4
mo 0,25. IMosromy, B kBanTOBaHHOM BO float4 smOemnauHre comepxarcs
Tonmpko ABa umcna -0,5 m 0, mpu NpUMEHEHWH METPHUKH KOCHHYCHOTO
paccTosiHAsT B OOJIBIIMHCTBE CIy4aeB OyJdeT TMOJYYeH HYJICBOU
KO3 (UIIUEHT CXOKECTH, YTO HE COOTBETCTBYET MCXOIHBIM IMOKA3aTeIsIM,
MOJyYCHHBIM B 0a30BOW Bepcuu ceTH. JIisi pacHIMpeHUs MCIOJBb3YEeMOro
JManasoHa JOomycTUMbIX 3HaueHuil float4 HeoOXOIMMO BOCIMOJIL30BATHCS
MOPOIEIypOl  MAcCIITA0MPOBAaHUS  KAXKIAOrO  YUCIA B BBIXOJHOM
Tensope (E):

F
ES — _max E’ (6)
max
rae F,, — MaKCUMalnbHOE JOMycTUMoe 3HauyeHue Bo floatd; E_ = —
MaKCHUMaJIbHOE€ 3HA4YeHHEe B OMOEIIMHIE; E - suGemmuar WavlM

(oHOMEPHBII TEH30p C pa3MEPHOCTHIO 512).

Ha pucynke 10 mpencraBieHsl TpaduKy IepeceyeHrni OHMOOK
MEpBOTO W BTOPOTO poja A0 W TMOCJHE MPOBEICHUS OIepalun
MacITabupoBaHUsL.

3HaveHusa EER go v nocne macwtabupoBaHus

100 o

X 80
s
X
O
= 60} — FAR nocne MaclwTabupoBaHusa
3 —— FRR nocsie macwtabupoBaHns
3 ---- FAR po macwtabupoBaHus
s 40} FRR o maclitabupoBaHus
I
]
T
:
E 20

0

0.0 0.2 0.4 0.6 0.8 1.0

A6CONIOTHOE 3HAaYEeHNE HUXKHErO nopora

Puc. 10. IlepeceueHne ommOOK MEPBOTO U BTOPOTO POJIA JIO U MOCTE
MaciTabupoBaHus s smoeauara WavLM



W3 rpaduka, mpeacraBieHHoro Ha pucynke 10, ciemyer, 9To mocie
MIPUMEHEHHUS OTEPALMH MACIITA0MPOBAaHNUS M3MEHHIINCH 3HAYCHHUS OMIMOOK
nepBoro u BToporo poma ¢ 0,035% wu 97,55 % no 3,5% u 1,6 %, npu
HNCXOIHOM 3HaueHWH permatomiero mnopora 0,86. UTo cBUAETENBCTBYET
00 NCHONB30BaHNM HEOOXOAMMOTO JHMANa3oHa IOMYCTUMBIX 3HAuYCHHH
Bo float4, mis nocTIKEHUS MoKa3aTeneil OmuOOK OJIM3KUX K MOITYICHHBIM
B IOJIHOM TOYHOCTH.

8. 3akaouenne. B pamkax craThM TpOBeAEH aHAIN3 M3MEHEHUS
omKOOK MEPBOT0 M BTOPOTO poJia B 3ajiaue paclo3HaBaHUs AUKTOPOB, IPU
BBIJICJICHUM Pa3HOT0 KOJHMYecTBa OWT 4YHciaa C IUIaBaIoOlIei 3amsToi
BBIXOJHOTO TeH30pa HeifponHoit certu. HWccnemoBansl Tpu SOTA
HeiipocereBbix MeToia CAM~++, WavLM u ReDimNet, kotopsie o0ianator
Pa3IUYHBIMA ~ APXUTEKTYPHBIMH OCOOCHHOCTSIMH. 3HAaueHHS ONIMOOK
MEpBOTO M BTOPOrO poja OasupyroTCs Ha IIOKa3aTeNsIX KOCHHYCHOTO
CXOJICTBA MEXIy 5SMOenauHraMu HEHpoHHBIX ceredl. Ha ocHoBe
MONYYCHHBIX 3HaueHWd B Tabmmmax 2-4 mocTpoeH TpaduK, KOTOPBIH
MpeAcTaBJeH Ha pucyHke 11.

MeTpukn pacnosHaBaHusa Ha fgaTaceTe VoxCeleb-E

TP [ Float32

[ Floatl6
Float8
Float6
Float4

FP
CAM++ ReDimNet

FP
WavLM

Puc. 11. 3nauenns True Positive, True negative, False Positive u False Negative
B 3aBHCHMOCTH OT KOJIMYECTBA BBIICIICHHBIX OUT HA YHCIIO

W3 paHHBIX, IpenCTaBIEHHBIX Ha pucyHke 11, BuaHO, 4yTO mpH
HCToNb30BaHMK minifloat, muomaar MOKPBHITHS METPHK, BIHUAIONIME Ha
MOKa3aTear OMMOOK MEPBOTO W BTOPOTO POJa, NMPAKTHIECCKH, COBMATAIOT



C pe3yJIbTaTaMi, MOJTYYeHHBIMH IPH HWCIOJIH30BAHWU MOJHOH TOYHOCTH.
CTOHUT OTMETUTB, UTO ISl AOCTHKEHHS ITOJAOOHBIX pe3ynpTatoB y WavLM,
MIpH BBIICTICHUHM YETHIPEX OWT HA YHCIa SMOEIWHTra, MOTPeOOBaIOChH
MIPOU3BECTH ONEPAIHI0 MACIITAOMPOBaHUS Ha MaKCHMalbHOE JIOITyCTUMOE
3HageHne float4. Pe3ynpraTel, TOJTy4YeHHBIE B XOJA€ WCCIICIOBAHHA,
MOKA3BIBAIOT, YTO 3HAYEHHUS pEIIAIOIIero IOpora, IIONyYeHHBIE IS
9MOEJIMHTOB B TMOJHONW TOYHOCTH WHBAapPHAHTHBI K WX KBAHTOBAaHHUIO
(pa3HuIa MEXIy UCXOTHBIMHU 3HAYCHUSAMHU M KBAHTOBAHHBIMH, OOBIYHO, HE
mpeBbimaetr  0,05). DToT (aKT MO3BONACT COKOHOMHUTH BpeMs MpU
HCCIIEIOBAHUM  HOBBIX  HEUPOCETEBBIX  pelleHuid.  JlaapHeHIuM
HalpaBjeHUEM HCCIIEIOBaHUs SIBIISIETCS pa3paboTka HeHpoceTeBOro
METOJ[a, YCTONUMBOCTBIO K HCIOJB30BAHHUIO OMNEpAIlM KBAaHTOBAaHHUA K
BecaM, aKTHBALIMSAM H BBIXOJHOMY TEH30pPY CETH, IPH 3TOM COXpPAaHsA
MaKCHUMallbHO OJM3KHE MOKa3aTeldl OIIMOOK IMEPBOTO W BTOPOTO poja,
MoJTy4aeMble MPH pabdoTe ¢ TOJTHOH TOYHOCTHIO.
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ASSESSING THE INFLUENCE OF FLOATING-POINTS BIT
DEPTH ON SPEAKER RECOGNITION ACCURACY

Kolmakov N., Golubinskiy A. Assessing the Influence of Floating-Points Bit Depth
on Speaker Recognition Accuracy.

Abstract. The article analyzes the impact of varying the bit depth (quantization) of
a neural network’s output tensor on speaker recognition accuracy. This tensor represents the
neural network's latent space, containing the latent features utilized for speaker recognition
tasks. Typically, thirty-two bits are allocated per value in the output space (the output tensors
of the methods under study contain 512 values), resulting in significant memory requirements
for maintaining a continuously updated database. Consequently, the "minifloat" floating-point
format is of particular interest, as it enables numerical representations using only eight, six, or
four bits. To ensure comprehensive results, three neural network models demonstrating
superior recognition performance on the test set were selected: CAM++, WavLM, and
ReDimNet. These models possess unique architectural characteristics, facilitating the
assessment of how bit depth reduction affects recognition accuracy across different neural
network architectures. Recognition accuracy is evaluated using the Equal Error Rate (EER).
The evaluation employs the English-language VoxCeleb-1 dataset, the audio characteristics of
which correspond to those of a small-scale biometric system database. The relevance of this
study is underscored by the increasing volume of research proposing the use of voice as
a verification key. Therefore, managing large biometric datasets requires substantial storage
capacity and RAM. Modern databases are continuously updated and expanded, leading to
increased resource demands for their maintenance. Applying quantization to the neural
network's output tensor offers a potential solution. However, excessive reduction of the bit
depth in the output tensor can lead to a significant degradation in recognition quality compared
to the baseline network. The primary focus of this research is to minimize the resources
required to support a biometric system without the need for additional neural network training.

Keywords: neural networks, speaker recognition, floating point, embedding quantization.
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