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Abstract. The increasing demand for goods transportation, driven by the expansion of
global supply chains and rising customer expectations, underscores the critical need to optimize
transportation costs to enhance logistics efficiency. In a rapidly evolving and competitive market,
businesses face mounting challenges in managing complex transportation networks, minimizing
operational costs, and meeting diverse customer requirements. To address these issues, this
paper introduces a solution designed to reduce transportation expenses by optimizing the flow
of goods and improving resource utilization. By leveraging advanced optimization techniques
and data-driven strategies, the proposed solution identifies inefficiencies, streamlines decision-
making, and enhances resource allocation. Initial results demonstrate that this approach not
only significantly reduces operational costs but also strengthens the ability of businesses to
respond quickly and effectively to fluctuating customer demands, ensuring both cost efficiency
and customer satisfaction. However, as the logistics industry continues to grow and transaction
volumes increase, transportation scenarios are expected to become more complex, and customer
requirements more diverse. This evolving landscape demands further refinement and scalability of
the proposed solution to address larger networks, more intricate logistics challenges, and a broader
range of customer demands. Future research will prioritize the development of larger-scale models
capable of incorporating more variables, improving computational efficiency, and delivering
faster, more accurate decision-making to meet the increasing complexity of the logistics sector.
Therefore, the proposed solution represents a significant advancement in optimizing transportation
costs and improving logistics efficiency. Initial results indicate that this solution can cut down
transportation costs by 19.02% to 29.65% and enhance computational efficiency in small- to
medium-scale routing tasks (10-20 customers). Despite its potential, more research is required to
justify scalability to larger datasets. Hence, our approach provides a solid foundation for logistics
optimization, with clear prospects for expansion and adaptation in real-world contexts.

Keywords: vehicle routing problem (VRP), linear programming (LP), ant colony optimization
(ACO), integer linear programming (ILP), DBSCAN, genetic algorithms (GA).

1. Introduction. The Vehicle Routing Problem (VRP) is one of the
most prominent combinatorial optimization problems, with wide-ranging
applications in logistics, supply chain management, and transportation [1-3].
The main objective of VRP is to determine the optimal routes for a fleet of
vehicles to serve a group of customers while adhering to constraints such as
vehicle capacity limits, ensuring each customer is visited once, and requiring
vehicles to start and return to a depot. As an NP-hard problem, the complexity
of VRP grows significantly with the problem size. This makes traditional
optimization methods inefficient in terms of computational time and resources
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when addressing large-scale VRP instances [4,5]. This paper mainly focuses
on the optimization of transportation costs in large-scale VRP scenarios with
extremely non-uniform customer spatial distributions and spatial outliers. Such
unequal distributions are frequently too difficult for traditional VRP techniques
to handle, which results in inefficient routing, greater transportation costs, and
more computational burdens.

One of the major challenges in VRP lies in handling customer data that is
unevenly distributed across large geographic areas. Traditional methods often
struggle to optimize routes in such scenarios, leading to high transportation
costs and extended computation times. The Density-Based Spatial Clustering of
Applications with Noise (DBSCAN) algorithm has demonstrated outstanding
performance in clustering data based on density, particularly in cases where
customer distributions are non-uniform. A key advantage of DBSCAN is its
ability to automatically determine the number of clusters without requiring
pre-defined parameters, as is necessary for other clustering algorithms like
K-Means [6-8]. Furthermore, DBSCAN can detect and process outliers —
customers located far from densely populated clusters — thereby mitigating
their potential negative impact on overall routing and cost optimization [9].

To address this issue, clustering techniques, such as the Density-Based
Spatial Clustering of Applications with Noise (DBSCAN) algorithm, have
been widely adopted. DBSCAN is particularly effective in identifying clusters
of customers based on density while also detecting outliers [10-12]. However,
while DBSCAN can isolate these outliers, their treatment remains a significant
challenge in logistics optimization. If not managed properly, outliers can lead to
disproportionately high transportation costs, as vehicles may need to travel long
distances for a single delivery. Future advancements in VRP optimization must
therefore incorporate robust strategies to address outliers, such as integrating
heuristic or metaheuristic methods (e.g., Ant Colony Optimization or Genetic
Algorithms) to design dedicated routes, or dynamically assigning outliers to
neighboring clusters based on cost-impact analysis.

In this study, we propose a novel approach that combines DBSCAN
and integer linear programming (ILP) models to address VRP effectively. The
core idea involves using DBSCAN to cluster customers based on density and
geographic proximity. This clustering process divides a large-scale VRP into
smaller, more manageable sub-problems, significantly reducing computational
complexity. After clustering, each customer group is treated as an independent
VRP instance, which is solved using an ILP model. This approach enables cost
optimization for each cluster while minimizing the overall computation time,
especially in large-scale logistics systems [13—15].
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The novelty of this method lies in its flexible integration of clustering
and optimization. DBSCAN not only clusters customers effectively but also
reduces the dependence on pre-defined parameters such as the number of
clusters, making the method more adaptable to complex real-world situations.
Moreover, by identifying and processing outliers separately, the approach
ensures that route optimization is not adversely affected by customers located
far from central areas. Once the clustering process is completed, the customer
groups are fed into an ILP model to solve the VRP for each cluster, ensuring
accurate and efficient solutions [16—18].

The methodology proposed in this study aims to enhance efficiency
and flexibility in addressing the Vehicle Routing Problem (VRP), particularly
in large-scale, real-world scenarios with non-uniform customer distributions.
Unlike conventional approaches that treat the VRP as a single, monolithic
problem, the proposed framework introduces a two-step process to reduce
computational complexity and improve scalability. First, the DBSCAN
clustering algorithm is employed to partition customers into distinct groups
based on geographic proximity and density, transforming the VRP into smaller,
independent sub-problems. Each sub-problem is then optimized using Integer
Linear Programming (ILP) to minimize costs within individual clusters. To
address the challenges posed by customer outliers, these are managed separately
to minimize their impact on the overall solution. As illustrated in Figure 1(a),
traditional approaches struggle with large-scale instances, uneven customer
distributions, and outliers, leading to high computational costs and limited
flexibility. In contrast, as shown in Figure 1(b), the proposed methodology
leverages clustering and sub-problem optimization to significantly reduce
computational demands, enhance cost efficiency, and demonstrate robust
scalability, making it particularly well-suited for real-world logistics systems.

This approach not only reduces computational time by breaking
down the problem into smaller parts but also opens up possibilities for
integration with modern algorithms such as Genetic Algorithms (GA) or Ant
Colony Optimization (ACO) to tackle larger or more complex VRP instances.
Additionally, the approach can be extended to address VRP variations such
as Multi-Depot VRP, VRP with Time Windows (VRPTW), or Green VRP,
where environmental considerations are incorporated [7, 19,20]. With these
advantages, our approach promises to provide an effective and practical solution
for addressing VRPs in modern logistics systems.

The remainder of this paper is organized as follows: In Section 2, the
existing state-of-the-art methodologies are thoroughly reviewed and discussed.
In Section 3, the proposed algorithm is introduced and its details are carefully
elaborated upon. Following this, in Section 4, an evaluation of the algorithm is
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conducted using appropriate metrics and benchmarks. Finally, the conclusions
of the study are summarized and presented in Section 5, where the key findings
and implications of the research are highlighted.

- ~
Traditional Approach Challenges
|::> Solves the entire VRP as one IZ:} Inefficient handling of large-
problem. scale VRP
|:3> Struggles with large-scale IZ"> Difficulties with non-uniform
instances customer distribution.
|:|'> High computational time and IZ:} High impact of outliers on
costs. solutions.
s> Limited adaptability to uneven T3> Limited flexibility in practical
customer distribution scenarios
\. J \ J
a)
Proposed Approach
P PP Advantages of the Proposed
Ci> Uses DBSCAN for clustering Approach
customers.
IZ:> Reduces computational
C> Divides the VRP into smaller, complexily.
I E eI IlEE IZ:> Improves cost optimization within
&> Solves sub-problems with clusters
Integer Linear Programmin
ILF'g d 2 IZ:> Efficient for large-scale VRP.
(LP). D> Adapts well to real-world
I::> Handles outliers separately for logistics systems
better optimization. ’
\ J
\ J
b)

Fig. 1. Cluster-Based Optimization for Large-Scale Vehicle Routing Problems

2. Related work. The Vehicle Routing Problem (VRP) has been
extensively studied due to its critical role in logistics, supply chain management,
and transportation. Over the years, various approaches have been developed
to address its complexity, especially for large-scale and real-world scenarios.
This section reviews recent works (from 2022 onward) that focus on clustering
techniques, optimization models, and hybrid methodologies to solve VRP and
its variations.

One of the popular directions in VRP research involves the application
of clustering techniques to divide large-scale problems into smaller, more
manageable sub-problems. For instance, an enhanced DBSCAN (Density-
Based Spatial Clustering of Applications with Noise) algorithm for VRP
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with heterogeneous fleets has been proposed, clustering customers based on
geographic proximity and handling outliers separately, which significantly
improves the efficiency of the optimization process [21-24]. Similarly, hybrid
clustering algorithms have been demonstrated to solve VRP with time windows,
showing that clustering reduces computational complexity by breaking the
problem into smaller sub-problems, which can then be solved independently
[9,25,26].

DBSCAN has gained attention for its ability to automatically determine
the number of clusters based on data density, unlike traditional methods
like K-Means which require predefined parameters. This feature makes
DBSCAN particularly suitable for real-world logistics systems where customer
distributions are often non-uniform. Research highlights the effectiveness
of clustering techniques, including DBSCAN, in addressing Green VRP,
where the goal is to minimize both transportation costs and environmental
impact [7,21,27]. These studies underscore the potential of clustering to
optimize routes while considering sustainability metrics. Another key aspect of
VRP research is the integration of clustering with optimization models. Hybrid
approaches that combine clustering with genetic algorithms have been explored
to solve multi-depot VRP with time windows. These methods improve routing
efficiency by leveraging the strengths of both clustering and metaheuristic
optimization [26]. Similarly, the combination of clustering with reinforcement
learning has been used to tackle large-scale VRPs. This method involves
clustering customers first and then using reinforcement learning to optimize
routes within each cluster, achieving significant reductions in computational
time and costs [28].

Integer Linear Programming (ILP) models have also been widely
employed to solve VRP sub-problems after clustering. An ILP-based framework
has been presented that incorporates constraints like vehicle capacity, customer
service requirements, and depot return conditions. It has been emphasized
that clustering before applying ILP not only reduces problem size but also
enhances the overall solution quality [29]. This aligns with findings from
reviews of various clustering and optimization techniques, concluding that
combining DBSCAN with ILP provides a robust framework for solving VRPs
in large-scale logistics systems [5, 30].

Recent studies have also focused on handling VRP variations, such as
VRP with Time Windows (VRPTW) and Multi-Depot VRP. A hybrid approach
integrating Ant Colony Optimization (ACO) with clustering techniques has been
proposed to solve capacitated VRPs. It has been shown that clustering customers
before applying ACO significantly improves its performance, especially
in problems with capacity and time constraints [31]. Similarly, research
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addressing VRP with multiple depots partitions customers into clusters based
on depot proximity, followed by route optimization using genetic algorithms,
indicating substantial improvements in both computational efficiency and route
quality [26].

The ability to handle outliers effectively is another important
consideration in VRP research. Outliers, or customers located far from
densely populated areas, can significantly impact routing efficiency. Research
emphasizes the need to treat outliers separately to minimize their negative
effects on overall routing and transportation costs [6]. By isolating and
optimizing routes for outliers independently, these approaches ensure that the
main clusters remain unaffected, leading to better overall solutions.

In addition to these methodological advancements, Green VRP (G-VRP)
has emerged as a critical area of research in recent years [32—35]. Studies have
explored the integration of clustering and optimization techniques to minimize
fuel consumption and greenhouse gas emissions in logistics systems. The
findings demonstrate that clustering techniques like DBSCAN can significantly
contribute to reducing environmental impact while maintaining high efficiency
in route planning [36].

In summary, recent studies highlight the growing importance of
combining clustering and optimization techniques to solve VRP and its
variations. Clustering algorithms, particularly DBSCAN, have proven effective
in handling non-uniform customer distributions and reducing computational
complexity. Prior studies have demonstrated that, as long as clusters are
balanced and geographically coherent, clustering-based routing strategies,
especially those that use DBSCAN or other density-based techniques, remain
computationally efficient for problem sizes up to several hundred customers
[37,38]. When integrated with optimization models like ILP or metaheuristic
algorithms, these methods offer robust solutions for large-scale and real-world
VRP instances. The ability to handle VRP variations, such as VRPTW,
Multi-Depot VRP, and Green VRP, further underscores the versatility of these
approaches. These findings lay the foundation for the proposed method, which
leverages DBSCAN and ILP to address the challenges of large-scale VRPs
more efficiently.

Although digital twin-based solutions offer full-scale simulations of
logistics operations, their adaptability for real-time decision-making is limited
by their frequent need for substantial system modeling and high processing
power. The approach proposed in this paper, on the other hand, emphasizes
computational efficiency by utilizing independent route optimization and
clustering without recreating the dynamics of the entire system. Due to this
distinction, which allows for faster response to dynamic logistical environments,
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the method is especially well-suited for large-scale real-world applications
where quick re-optimization is required.

3. Proposed Model. The proposed model is designed to address the
challenges associated with optimizing transportation costs in large-scale
logistics systems, particularly those involving uneven customer distributions
and significant computational complexity. By leveraging a two-step framework,
the model integrates Density-Based Spatial Clustering of Applications with
Noise (DBSCAN) for customer clustering and Integer Linear Programming
(ILP) for route optimization within each cluster. This approach effectively
divides the Vehicle Routing Problem (VRP) into manageable sub-problems,
significantly reducing computational demands while maintaining the accuracy
and cost-efficiency of the solution.

The novelty of the proposed model lies in its ability to flexibly adapt to
real-world scenarios. DBSCAN not only identifies clusters of customers based
on geographic proximity and density but also detects outliers — customers
located far from densely populated regions. These outliers, if untreated,
can disrupt overall optimization and inflate costs. The model addresses this
by allowing for the integration of additional strategies, such as heuristic or
metaheuristic methods, to manage outliers effectively.

Once customers are grouped into clusters by DBSCAN, the ILP model
is applied to each cluster to determine the optimal routes while respecting
vehicle capacity constraints and minimizing travel costs. This modular
approach ensures that the scalability of the solution is enhanced, making it
well-suited for large-scale and dynamic logistics environments. Furthermore,
the framework provides a strong foundation for extending the methodology
to handle variations of VRP, such as Multi-Depot VRP, VRP with Time
Windows (VRPTW), and Green VRP, thereby addressing both operational and
environmental considerations.

In the following sections, we delve into the detailed components
of the proposed model, including the problem description, mathematical
formulation, and algorithmic implementation. These sections outline the
technical underpinnings and demonstrate how the model achieves an efficient
balance between computational feasibility and solution quality.

3.1. Problem Description. The Vehicle Routing Problem (VRP) is
a classic optimization problem in logistics and transportation. It involves
designing optimal routes for a fleet of vehicles to deliver goods to a set of
customers. Each customer has a specific demand, and each vehicle has a
limited capacity. The goal is to minimize the total travel cost while ensuring
that all operational constraints are satisfied.
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In this problem, the depot serves as the starting and ending point for all
vehicle routes. It is represented as node O in the network. Each route begins
at the depot, serves a subset of customers, and then returns to the depot. The
customers are represented as nodes in the network, and there are n customers
in total. Each customer is associated with a specific demand q[i] that must be
met. Importantly, each customer must be visited exactly once by one vehicle,
and no customer can be skipped.

The vehicles used in this problem have a maximum capacity of Q,
which limits the total demand that can be served on a single route. This
capacity constraint ensures that the total demand of the customers served on a
single route does not exceed the vehicle’s capacity. All vehicles are assumed
to be homogeneous, meaning they have the same capacity and operational
characteristics.

The objective of the VRP is to minimize the total travel cost, which is
calculated as the sum of the distances traveled by all vehicles. This travel cost
is influenced by the sequence in which customers are visited, as well as the
assignment of customers to specific vehicles.

One of the main challenges of solving the VRP is its computational
complexity. As the number of customers increases, the number of possible
routes grows exponentially, making the problem increasingly difficult to
solve. To address this challenge, the problem is simplified using DBSCAN
clustering, a density-based clustering algorithm. DBSCAN groups customers
into clusters based on their geographic proximity. Each cluster is then
treated as a smaller, independent VRP instance. This approach significantly
reduces the computational complexity while ensuring that the overall solution
remains feasible and cost-effective. In addition to the issues discussed, another
significant challenge in optimizing logistics systems is the efficient management
of outliers — customers located far from densely populated clusters. While the
DBSCAN algorithm effectively identifies such outliers during the clustering
process, the manner in which they are handled greatly influences the overall
solution quality and cost. Outliers can result in inefficient routes, as they
may require vehicles to travel long distances for a single delivery. To address
this challenge, future enhancements could incorporate specialized heuristic or
metaheuristic methods, such as Ant Colony Optimization (ACO) or Genetic
Algorithms (GA), to design dedicated routes for outliers. Furthermore,
integrating outlier-handling strategies into the main optimization framework —
such as assigning outliers to neighboring clusters based on cost-impact analysis
or serving them with dedicated vehicles — can help reduce their negative impact
on total travel costs and computational efficiency. By explicitly addressing the
issue of outliers, the proposed method can further improve its scalability and
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robustness, ensuring its effectiveness even in scenarios with uneven customer
distributions.

By using clustering, the problem is broken down into manageable
subproblems, making it possible to solve larger instances of the VRP more
efficiently while still minimizing the total travel cost.

On the other hand, Figure 2 illustrates the architecture of a generalized
flowchart designed to optimize the fleet planning system, which consists of
three core components. First, the Customer Data Collection component gathers
essential input data, including customer addresses and demand requirements.
This data is then processed by the Fleet Planning System, which optimizes
vehicle allocation and route planning to efficiently meet customer demands
while minimizing operational costs. Finally, the system generates a Report
that provides detailed information, including the total number of vehicles
required, optimized routes for each vehicle, a breakdown of customers assigned
to each route, and route-specific details such as total distance traveled. This
architecture streamlines operations, enhances decision-making processes, and
ensures the effective allocation of resources to meet customer needs.

CUSTOMERS FLEET PLANNING SYSTEM
;8 Address Optimizing the fleet planning system
% Demand ,v/ ‘ \*«..%.;:.

>
REPORT
Ef Number of Vehicles

s
Route for Each Vehicle ?{
o

o= M List of Customers on Route
Ad Y

Route Details: Distance @

Fig. 2. Framework for the Proposed System Architecture
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The Compute Distance Matrix is designed to calculate the distance
matrix C for a given set of coordinates, which include the depot and customer
locations. The input is a list of coordinates, represented as pairs (z,y),
denoted as

coords = {(z0,%0), (Z1,Y1)s- -+ (Tn, Yn) }- (1)

The output is a matrix C' = [¢;;], where each element ¢;; represents the
Euclidean distance between two points ¢ and j. The algorithm iterates over all
points ¢ and, for each point ¢, iterates overall points j to compute the Euclidean
distance using the formula:

Cij = \/(ffz' —x5)% 4+ (yi — )% 2

The calculated distances are stored in the matrix C, which is then
returned as the result. This algorithm is commonly applied in optimization
problems, such as the Traveling Salesman Problem (TSP) or Vehicle Routing
Problem (VRP), where distance calculations between locations are essential.

The algorithm 1 Cluster Customers Using DBSCAN is used to group
customer locations into clusters based on their spatial proximity, using the
DBSCAN clustering method. The input consists of a set of customer coordinates
coords = {(1,¥1),- - ., (Zn,Yn)} (excluding the depot), along with two key
parameters: €, which defines the radius for neighborhood calculation, and
min_samples, which specifies the minimum number of points required to form
a cluster. The algorithm applies the DBSCAN method to the input coordinates,
assigning each customer a cluster ID ¢;. If a customer does not belong to any
cluster, it is marked as noise with a cluster ID of —1. Customers with valid
cluster IDs (i.e., ¢; # —1) are added to their respective clusters.

Algorithm 1. Cluster Customers Using DBSCAN

— coords = [(z1,¥1),- - -, (Zn, yn)]: Customer coordinates (excluding the depot).
— e: Radius parameter for DBSCAN.

— min_samples: Minimum number of points for a cluster.

Cluster assignments clusters for each customer.

Apply DBSCAN to the customer coordinates.

customer ¢ € {1,2,...,n} Assign a cluster ID ¢; to customer ¢ (or —1 if it is noise).
Add customer i to the corresponding cluster if ¢; # —1.

return clusters.
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Finally, the algorithm returns the list of clusters, where each cluster
groups customers that are spatially close to each other. This approach is
particularly useful in applications like logistics and delivery optimization, as it
can identify clusters with arbitrary shapes and detect outliers effectively.

In addition, the algorithm 2 solves this optimization problem. If a
feasible solution is found, the optimal objective value C}, is computed and
returned as the result. Otherwise, the algorithm outputs “No solution found
for Cluster k” and returns co. This approach is commonly used in Vehicle
Routing Problems (VRP) to minimize travel costs while satisfying delivery
constraints for a specific cluster of customers.

Algorithm 2. Solve VRP for a Single Cluster
— Cluster k: Set of customer nodes clustery.
— @: Maximum vehicle capacity.
- q=1qo,q,---,qn]: Customer demands.
— Distance matrix C = [c;;].
Cost C}, of the optimal route for cluster k.
Define the set of nodes for the cluster:

nodesy, < {0} Uclustery U {n + 1},

where 0 is the depot and n + 1 is the virtual depot.
Decision Variables:

— x;;: Binary variable indicating travel from ¢ to j.
— u;: Load at node 3.

Objective Function: Minimize total travel cost:

min E E Cig * Lij-

i€nodesy, jEnodesy, , i7£j

Constraints:

— Each customer is visited and departed exactly once.

— Ensure load balancing and respect vehicle capacity limits.
— Start at the depot and end at the virtual depot.

Solve the optimization problem using a solver (e.g., Gurobi).

if a feasible solution is found then Compute C}, < Optimal objective value.
return Cy.

else Print: "No solution found for Cluster k."
return oo.

On the other hand, the algorithm 3 Clustering and Solving VRP
is designed to solve the Vehicle Routing Problem (VRP) by combining

866 Undopmaruka u asromarusanus. 2025. Tom 24 Ne 3. ISSN 2713-3192 (neu.)
ISSN 2713-3206 (onnaiiH) www.ia.spcras.ru



ROBOTICS, AUTOMATION AND CONTROL SYSTEMS

clustering and route optimization. The input includes the number of
customers n, the vehicle’s maximum capacity (), customer demands ¢ =
[90, 41, - - -, qn], and the coordinates of the depot and customers coords =
{(z0,%0), (z1,91), .-, (Tn, yn)}. Additionally, the parameters ¢ (the radius
for DBSCAN) and min_samples (the minimum number of points required for
clustering) are provided.

Algorithm 3. Clustering and Solving VRP

— n: Number of customers.

— @: Maximum vehicle capacity.

- q=1qo0,q1,---,qn]: Customer demands.

- coords = [(zo,Y0), (z1,41),- - -, (Tn, yn)]: Coordinates of depot and customers.
e: Radius parameter for DBSCAN.

— min_samples: Minimum number of points for DBSCAN.
Total cost Coa and optimal routes.

Step 1: Compute Distance Matrix.

Call Formula 2 to compute C.

Step 2: Cluster Customers Using DBSCAN.

Call Algorithm 1 to compute clusters.

Step 3: Solve VRP for Each Cluster.

Initialize total cost: Ciga <— 0.

cluster k in clusters Call Algorithm 2 for cluster k.

if a feasible solution is found then Update total cost: Cioal < Clotal + Ch-
return Cloal.

The algorithm computes the total cost Ciy, and the optimal routes
using the following steps:

Step 1: Compute Distance Matrix. Call Algorithm 1 to calculate the
distance matrix C, which represents pairwise distances between customers
and the depot.

Step 2: Cluster Customers Using DBSCAN. Call Algorithm 2 to
group customers into clusters based on their spatial proximity.

Step 3: Solve VRP for Each Cluster. For each cluster &, call
Algorithm 3 to determine the optimal route and cost C}. Initialize the total
cost as Cio = 0. For every cluster, if a feasible solution is found, update the
total cost as Cioral < Ciotal + Cr.. If no feasible solution is found for a cluster,
the algorithm terminates for that cluster.

Finally, the algorithm 3 returns the total cost Cly,, Which represents
the minimum travel cost for all clusters. This approach effectively combines
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clustering (using DBSCAN) and routing (using VRP optimization) to solve
complex logistics problems efficiently.

3.2. Mathematical Formulation. The Vehicle Routing Problem
(VRP) is mathematically formulated as a Mixed Integer Linear
Programming (MILP) problem, which involves defining sets, parameters,
decision variables, an objective function, and constraints. The following
provides a detailed explanation of the mathematical model.

Sets. The problem involves the following sets:

— N —the set of customer nodes, indexed as 1,2, ..., n.

— V' —the set of all nodes, including the depot (0) and the artificial end
node (n + 1),i.e.,V ={0,1,2,...,n,n+ 1}.

— (' —the set of clusters identified by the DBSCAN clustering algorithm,
where each cluster contains a subset of customers.

Parameters. The parameters used in the model are:

— c[i][4] — the distance or cost of traveling from node ¢ to node j.

— q[é] — the demand of customer 4. For the depot, ¢[0] = 0.

— () — the maximum capacity of each vehicle. This parameter ensures
the vehicle cannot exceed its load limit.

Decision Variables. Two decision variables are defined in this
model:

— z[i][j] — a binary variable that indicates whether a vehicle travels
directly from node i to node j. It is defined as:

1 if a vehicle travels from node ¢ to node 7,

z[i][j] = { 3)

0 otherwise.

— wuli] — a continuous variable representing the load of a vehicle after
visiting node ¢. This variable ensures that the vehicle’s capacity is respected
throughout the route.

Objective Function. The objective of the VRP is to minimize the total
travel cost. This cost is calculated as the sum of the distances between all
pairs of nodes 7 and j, weighted by the decision variable x[i][j]. The objective
function is expressed as:

Minimize Z = Y c[i][j] - [i][5]. 4)
eV jev
i#]
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Constraints. The model includes several constraints to ensure the
feasibility of the solution.

Customer Visit Constraints. Each customer must be visited exactly
once by one vehicle. This is enforced using the following constraints:

> aliljl=1, VieN. (5)

> afilljl=1, VjeN. 6)
Jjev
i#j

The first constraint ensures that exactly one vehicle arrives at each
customer, while the second ensures that exactly one vehicle leaves each
customer.

Depot Flow Constraints. Vehicles must start and end their routes at
the depot. These constraints are given by:

> zlo]l] = 1. (7)

> afilfn+1] = 1. (8)

i€EN

The first constraint ensures that exactly one vehicle departs from the
depot, while the second ensures that exactly one vehicle returns to the depot.

Subtour Elimination Constraints. To prevent invalid routes (subtours
that do not include the depot), the following constraints are introduced:

ulj] = uli] + qlj] = @ - (1 = x[i][]), Vi,j € N,i#}j. ©)

If z[i][j] = 1, meaning a vehicle travels from node ¢ to node j, the load
at node j must be at least the load at 7 plus the demand at j. Otherwise, if
x[i][j] = 0, the constraint is relaxed.

Vehicle Capacity Constraints. The load at each node must respect the
vehicle’s capacity. The following constraints ensure that the load at any node
does not exceed the vehicle’s capacity:

qli] <uli] <Q, VieN. (10)
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Binary Decision Constraints. The decision variables x[4][j] are binary,
meaning they can only take values of 0 or 1:

xlil[j] € {0,1}, Vi,jeV. (1D

Explanation of the Model. This model captures the essential
components of the VRP and ensures that all operational constraints are
satisfied. The objective function minimizes the total cost, while the
constraints ensure that vehicles respect their capacity, visit all customers
exactly once, and prevent the creation of invalid routes. The subtour
elimination constraints are particularly important to ensure that all routes are
connected and include the depot.

By solving this mathematical model for a given cluster of customers,
an optimal or near-optimal route can be obtained for that cluster. The total
solution is then constructed by solving the VRP for all clusters and combining
their results. This approach balances computational efficiency and solution
quality.

4. Performance Evaluation

4.1. Experimental Settings. The approach in this study involves a
fleet of vehicles starting and ending at a single depot while serving a set of
customers with specific demands. Each customer is associated with a demand
value (q), and the vehicles have a maximum load capacity (Q). The distances
between customers were calculated as a cost matrix (c) using the Euclidean
distance derived from their coordinates. This setup ensures that all necessary
data for modeling the VRP is precomputed and ready for optimization.

To improve computational efficiency, customers were grouped into
clusters using the DBSCAN algorithm from the sklearn library. DBSCAN
was applied to the coordinates of the customers, excluding the depot, with a
radius (epsilon) of 5 and a minimum sample size (min_samples) of 2, and
customers change, Figure 3 is an illustration of 20 customers. This clustering
approach organizes customers into manageable groups based on their spatial
proximity, reducing the complexity of solving the VRP for large datasets.
Outliers identified by DBSCAN were excluded from further optimization. For
each identified cluster, a separate VRP was formulated and solved using the
Gurobi optimization solver. Binary decision variables (x[i, j]) were used
to represent whether a vehicle travels directly between two nodes, while
continuous variables (u[i])tracked the load at each node. Constraints ensured
that each customer was served exactly once, vehicle load limits were respected,
and all routes started and ended at the depot. This modular approach allows
solving smaller subproblems, which are computationally more efficient.
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Fig. 3. An example of customer data (20 customers)

The objective function aimed to minimize the total travel cost across all
routes within each cluster, defined as the sum of distances between n odes. The
optimization results for all clusters were combined to calculate the overall cost.
If no feasible solution was found for a particular cluster, this was reported.
This clustering-based solution strategy provides an effective way to address
large-scale VRP instances by dividing the problem into smaller, more tractable
subproblems.

The testing process was conducted using the Python programming
language. The program was executed on Gurobi Optimizer version 12.0.0 (build
v12.0.0rcl) running on a Windows 10 operating system (version 19045.2).
The hardware environment consisted of an Intel® Core™ i7-6500U CPU
operating at 2.50 GHz, equipped with instruction sets [SSE2, AVX, AVX2].
The system featured 2 physical cores and 4 logical processors, with a maximum
utilization of 4 threads. For further details on the Gurobi software, refer to
Gurobi Optimization'.

4.2. Experimental Results. In this section, we present a detailed
analysis and comparison of the empirical results obtained from our approach
against those achieved by other established methods. To ensure a comprehensive
evaluation, we consider multiple performance metrics, including solution

Uhttps://www.gurobi.com/
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quality, computational efficiency, and scalability. Our approach is benchmarked
against three well-known approaches commonly used in the field:

— Integer Linear Programming (ILP), outlined in [39], which targets
freight issues faced by Vietnamese logistics companies. By modeling the
Vehicle Routing Problem (VRP) for small-scale logistics companies, this
approach accounts for challenges such as traffic congestion, poor infrastructure,
and limited technology use. The ILP model produced optimal solutions
with small additional costs, highlighting its practicality and effectiveness for
addressing real-world problems in the Vietnamese logistics sector.

— Genetic Algorithms (GAs), as described in [1], which solve the
Vehicle Routing Problem (VRP) by encoding the problem into chromosomes,
applying crossover and mutation operators to generate new solutions, and
using fitness functions to select the best candidates. This method iteratively
evolves solutions to achieve optimal or near-optimal routes, reducing costs and
optimizing resources, with proven applicability in real-world transportation
and logistics.

— Hybrid Genetic Algorithm-Solomon Insertion Heuristic (HGA-SIH),
introduced in [40], which addresses the Vehicle Routing Problem with Time
Windows (VRPTW). This approach combines a Hybrid Genetic Algorithm
(HGA) with the effective Solomon Insertion Heuristic (SIH) to optimize
vehicle routes. Tested on Solomon’s benchmark instances, HGA-SIH delivered
Best-Known Solutions (BKS) for 11 cases and improved one BKS, consistently
achieving results comparable to or better than state-of-the-art algorithms. It
effectively minimizes travel distance and manages vehicle usage, demonstrating
adaptability and efficiency for diverse VRPTW scenarios.

By analyzing these results, we aim to highlight the strengths and
potential limitations of our approach. This comparison not only demonstrates
the effectiveness of the approach in solving the problem but also provides
insights into how it performs relative to existing methods in terms of achieving
optimal or near-optimal solutions within acceptable computational times. The
evaluation emphasizes the practical applicability of our approach in addressing
complex real-world scenarios, particularly in transportation and logistics
optimization.

In Figure 4(a), where the vehicle load capacity is set to Q = 5, our
approach demonstrates a clear advantage over the other methods (VRPA,
VRPTW, and GA) in minimizing costs across all customer scenarios (10, 15,
and 20). As the number of customers increases, the cost difference between
our approach and the others becomes more significant. This highlights the
robustness of our approach to handling larger customer demands, even with
limited vehicle capacity.
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For Figure 4(b), with a vehicle load capacity of Q = 10, a similar trend
is observed. Our approach consistently achieves the lowest costs, maintaining
its efficiency regardless of the number of customers. In contrast, the GA
(Genetic Algorithm) method produces the highest costs, particularly when the
customer count reaches 20, indicating its limitations in managing larger and
more complex routing problems. The VRPA and VRPTW methods perform
moderately but remain less effective compared to our approach.

B Customers =10 H Customers = 15 B Customers =20
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w
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a) Cost Comparison of Methods for Vehicle Routing Problem with Q =5

H Customers = 10 H Customers = 15 B Customers =20
200
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w
-
3 100
@)
50
0
VRPA VRPTW GA The Proposed
Methods

b) Cost Comparison of Methods for Vehicle Routing Problem with Q = 10
Fig. 4. Cost Comparison of Methods for Vehicle Routing Problem Under Different
Vehicle Load Capacities (with Q =5 and Q = 10)

In Figure 5, the results depicted in both charts indicate that our approach
consistently outperforms the other methods (VRPA, VRPTW, and GA) in
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terms of cost minimization across different scenarios of customer numbers (10,
15, and 20) and vehicle load capacities (Q = 15 and Q = 20). Specifically, our
approach achieves significantly lower costs compared to the other approaches,
particularly as the number of customers increases, demonstrating its scalability
and efficiency.

H Customers = 10 B Customers = 15 u Customers =20
200
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wn
-
g 100
o
50
0
VRPA VRPTW GA The Proposed
Methods
a) Cost Comparison of Methods for Vehicle Routing Problem with Q = 15
B Customers = 10 B Customers = 15 B Customers = 20
200
150
w
-
g 100
o
0 —ll
VRPA VRPTW The Proposed
Methods

b) Cost Comparison of Methods for Vehicle Routing Problem with Q = 20
Fig. 5. Cost Comparison of Methods for Vehicle Routing Problem Under Different
Vehicle Load Capacities (with Q = 15 and Q =20)

The GA (Genetic Algorithm) method, on the other hand, incurs the
highest costs among the compared methods, especially when dealing with a
larger number of customers. This trend is evident in both cases where Q = 15
and Q = 20, suggesting that GA may not be as effective in handling complex
and large-scale vehicle routing problems. The VRPA and VRPTW methods
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show relatively stable performance, with costs increasing moderately as the
number of customers grows. However, their costs are consistently higher than
our approach, indicating a less optimized solution.

Overall, the analysis of both figures highlights that our approach, with
its ability to significantly reduce costs, stands out as the most efficient solution.
Its adaptability to varying vehicle load capacities and customer demands further
emphasizes its robustness.

Although Genetic Algorithms (GAs) can produce high-quality solutions,
they are fundamentally heuristic and depend on stochastic processes, for
example, selection, crossover, and mutation. Computational time and
hyperparameter adjustment frequently influence on their performance. In
order to replicate real-world circumstances in logistics planning, when quick
decisions are essential, GA was implemented in our studies with the same
time constraints as other methods. In these circumstances, GA was found
to converge more frequently to poor solutions, particularly when outliers are
present or the datasets have uneven spatial distributions.

In contrast, our approach decomposes the VRP into more manageable
and homogeneous subproblems using clustering techniques to reduce
computational complexity. This structure guarantees that outliers do not
disproportionately impact on the global solution and enables the ILP solver to
function more efficiently inside each cluster. Consequently, given practical
time and data constraints, our approach performs better in terms of cost
reduction and computing efficiency.

We admit that GA may be able to match or surpass the quality of our
approach with much more runtime and appropriate tuning. However, our
hybrid clustering-optimization approach is more dependable in practice due to
the requirement for consistent, scalable, and explicable performance in actual
logistical scenarios. By excelling under strict vehicle load constraints (Q =5
and Q = 10), our approach demonstrates superior performance compared to
other approaches. Its remarkable ability to handle complex scenarios while
maintaining low costs solidifies its suitability for practical applications that
demand both optimization and flexibility.

Our approach was tested using synthetic datasets of up to 20 customers.
This choice indicates computational constraints at this stage of development,
however, it allows us to compare the relative performance of ILP, GA, and
our proposed DBSCAN-ILP framework. We acknowledge that further testing
on greater, more complex routing situations is necessary to adequately
assess scalability, even if findings consistently demonstrate cost and time
improvements in smaller datasets.
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5. Conclusions. In the context of the increasing demand for goods
transportation, both in terms of scale and complexity, optimizing transportation
costs plays a crucial role in enhancing the efficiency of logistics operations
and better meeting customer requirements. In this paper, we have proposed a
solution aimed at improving transportation costs by focusing on optimizing
the flow of goods and enhancing resource utilization. The initial results
demonstrate that applying this solution not only reduces operational costs but
also improves the ability to respond quickly and effectively to the diverse needs
of customers.

However, with the continuous growth of the market and the increasing
volume of goods transactions, customer requirements are expected to become
more demanding. This necessitates that the current solutions be further
refined and expanded to better address future challenges and also highlights
the necessity of incorporating metaheuristic methods and adaptive clustering
strategies to preserve computational efficiency at larger scales. The proposed
DBSCAN-ILP framework remains most effective when cluster sizes are
relatively balanced and the number of outliers is low, making it well-suited for
moderately sized logistics problems. Even though the suggested clustering-
optimization approach performs well in small-scale synthetic experiments,
more testing on bigger datasets is necessary. As problem size increases, cluster
imbalance and growing ILP subproblem sizes may reduce the computational
efficiency of the solution. We predict that adaptive cluster scaling and
integration with metaheuristic algorithms may become crucial for computing
efficiency when the number of customers exceeds several hundred. Future
study should focus on these improvements as well as the anticipated validation
using real-world benchmarks such as Solomon VRP datasets.

Future studies will concentrate on a number of aspects. Firstly, in order
to evaluate performance in real-world scenarios, benchmark datasets such as
Solomon Benchmark problems will be implemented for real-world validation.
Secondly, in order to handle outliers better and enhance scalability, integration
with sophisticated metaheuristic techniques like Ant Colony Optimization
(ACO) and Genetic Algorithms (GA) will be investigated. Lastly, more research
will look into real-time re-optimization and dynamic clustering to adjust to
constantly shifting customer needs in extremely dynamic logistical settings.
To further validate the scalability of our method, future work will also include
comparative runtime evaluations with hybrid and metaheuristic frameworks
using larger, more varied datasets.

In general, the solution proposed in this paper represents an important
step toward optimizing transportation costs in the context of a rapidly evolving
market. We believe that with further enhancements and expansions in the
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future, this solution has the potential to become a valuable tool for businesses
to tackle the challenges of modern logistics.
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K. Hrok Asb, T. buu TAo, T. bBA XyHr, T. Ty XYOHr , H.B. XyHr
OIITUMUN3AIINA TPAHCIIOPTHBIX PACXO/I0B: IIOBBIINIEHUE
SPPEKTUBHOCTU JIOTUCTUKA U UCITOJIb30OBAHU A
PECYPCOB B ,ZII/IHAMI/I‘IECKOFI CPEJIE

Heox Anv K., buu Tao T, Ba Xyne T., Ty Xyone T., Xyne H.B. OnTHMH3a1Is1 TPAHCIIOPTHBIX
pacxonoB: mnoBbleHHe 3> (eKTHBHOCTH JOTHMCTHKH M HCIOJIb30BAaHUS PecypcoB
B AHHAMUYECKOIi cpeje.

Annoramust. Pactyimmii cipoc Ha TpaHCIIOPTHPOBKY TOBApOB, 00YCJIOBJICHHbII paCIIPEHIEM
[100AJIbHBIX [EMOYEK ITOCTABOK U PACTYIIMMHU OXHMAAHHSIMH KJIMEHTOB, HOIYEPKUBACT OCTPYIO
HEOOXOAMMOCTb ONTUMU3ALUK TPAHCIIOPTHBIX PACXOAOB IUISl TOBBIMIEHHs ()PEeKTUBHOCTU
JIOTUCTHKU. B ycloBusiX OBICTPO pa3BUBAIOIIETOCS M KOHKYPEHTHOTO PBIHKA IPEIIPUSATHS
CTAJIKMBAIOTCS C PACTYIIMMH IPOOIeMaMHy B YIPaBIEHUH CJIOKHBIMHI TPAHCTIOPTHBIMU CETSIMH,
MMHUMH3AIMK SKCIUTyaTalMOHHBIX PACXOIOB U YAOBJIETBOPEHHUH PAa3HOOOPA3HBIX TPeOOBaHMI
KJIMeHTOB. [[/1s1 pelenus 3THX Mpo0JieM B JaHHOM CTaThe MPEeACTAB/IEHO pellieHne, pa3paboTaHHOe
JUISl CHUKEHU ] TPAHCTIOPTHBIX PACXOJOB 3a CYET ONTUMU3ALMU IIOTOKA TOBAPOB U MOBBIIIEHUS
3(ppeKTUBHOCTU UCHIONMBb30BaHUs pecypcoB. VcHonb3ys nepemoBble METOIbl ONTUMHU3ALNN U
CTpaTeruy Ha OCHOBE JJaHHBIX, NPeJIaraéMoe PelleHUe TI03BOJIAET BhIABUTh HEI(P(EKTUBHOCTH,
YIIPOCTUTH MPOLIECC NPUHATUS PelIeHuil U yIydluTh pacrpefesneHue pecypcoB. Ilepsbie
Ppe3y/IbTaThl OKA3bIBAIOT, YTO STOT MOAXO[ He TOJIBKO 3HAUUTENILHO CHIDKAEeT SKCILTyaTalluOHHbIE
Pacxofipl, HO U MOBBILIAET CIIOCOOHOCTD MPeANpPHATHII ObICTPO U 3((HEKTUBHO pearnpoBaTh Ha
MEHSIOIYecs TpeOOBaHUS KJIMEHTOB, 00ecTeurBasi Kak SKOHOMIUIECKYI0 3((eKTHBHOCTbD, TaK
U YJIOBJIETBOPEHHOCTb KJIMEHTOB. OJHAKO 10 Mepe AajbHEHIIero pa3BUTUs JIOTUCTUYECKOM
OTpac/ii U yBEeJIMYeHUS 0OBEMOB TPAH3aKIUi OXHUIAETCS, YTO CLEHAPUH TPAHCIOPTUPOBKU
CTaHyT OoJiee CJIOKHBIMY, a TpPeOOBaHUS KJIMEHTOB — Oojlee pPa3HOOOPa3HBIMU. DTH U3MEHEHUST
TpeOyIOT JaJbHENIIIEro COBEPIICHCTBOBAHUS U MaCIITaOUPyEeMOCTH MPEJIOKEHHOTO PelIeHHsI
IU1s1 paGOTHI ¢ PACIIMPEHHBIME CETSIMU, O0JIee CIOKHBIMU JIOTUCTUYECKUMHY 3aJa4aMH U IIHUPOKUM
CIIEKTPOM INOTPEOUTENIbCKUX TpeOoBaHMil. B Oymylmux ucciieJoBaHUsX MPUOPUTETHOE BHUMAHUE
OyzeT yneleHO pa3pabOTKe KPYNHOMACHITAOHBIX MoOfeJiel, CIHOCOOHBIX BKJIOYATh OOJIbIIIE
HEePEeMEHHBIX, TIOBBIIATh BHIYMCIUTENIbHYI0 3((DEeKTUBHOCTb U obecreunBaTh 6ojee ObICTpoe
U TOYHOE NPUHSATHE PEIICHUH B YCJIOBUAX PACTyLIEdl CIOXKHOCTU JIOTHCTUYECKOTO CEKTOpa.
TakuMm oOpa3omM, IpelaraeMoe penieHre IpecTaBisieT coOoi 3HAUNTeIIbHBII 1Iar Brepes B
ONTUMM3ALMK TPAHCHOPTHBIX PACXOJOB U MOBBILIEHUU 3(h()EKTUBHOCTH JIOTUCTHKU. IlepBhbie
pe3yJIbTaThl IIOKA3bIBAIOT, YTO JIAHHOE PEILEHUE TI03BOJISAET COKPATUTD TPAHCIIOPTHBIE PACXOb
Ha 19,02-29,65% 1 NOBBICUTb BBIYUCIUTEIBHYIO 3(P(HEKTUBHOCTD B 3a/1a4aX MapLIpyTH3aLUK
MaJioro u cpeanero mMacmrada (10-20 kimenToB). HecMOTpst Ha ero notTeHnuani, HeoOXOAUMBL
JOTIOJIHUTE IbHBIC MCCIIEIOBAHHS JIIsi OOOCHOBAHMS MAacIITaOUPyeMOCTH /ISt Oosiee KPYIHBIX
HabopoB maHHBIX. Takum oOpa3oM, HaIl HOOXOA OOECHeYHBaeT IPOYHYI0 OCHOBY IS
ONTUMU3ALMHU JIOTUCTUKU C YETKUMH NEPCNEKTUBAMK PACIIMPEHUS U aJalTalui B peabHbIX
YCJIOBHUSIX.

KuroueBbie cioBa: 3a1ada MapoipyTH3aluy TpaHCHOpTHEIX cpeacTs (VRP), mineitnoe
nporpammuposanue (LP), ontumusaiust MeTogomM MypaBbHHBIX KooHH# (ACO), LiesIouncIeHHOe
sHetHoe nporpammMuposanne (ILP), DBSCAN, renetnueckue aroput™st (GA).
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