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Abstract. Teleoperated service robots can perform more complex and precise tasks as they
combine robot skills and human expertise. Communication between the operator and the robot
is essential for remote operation and strongly affects system efficiency. Immersive interfaces
are being used to enhance teleoperation experience. However, latency or time delay can impair
the performance of the robot operation. Since remote visualization involves transmitting a large
amount of video data, the challenge is to decrease communication instability. Then, an efficient
teleoperation system must have a suitable operation interface capable of visualizing the remote
environment, controlling the robot, and having a fast response time. This work presents the
development of a service robot teleoperation system with an immersive mixed reality operation
interface where the operator can visualize the real remote environment or a virtual 3D environment
representing it. The virtual environment aims to reduce the latency on communication by reducing
the amount of information sent over the network and improve user experience. The robot can
perform navigation and simple tasks autonomously or change to the teleoperated mode for more
complex tasks. The system was developed using ROS, UNITY 3D, and sockets to be exported
with ease to different platforms. The experiments suggest that having an immersive operation
interface provides improved usability for the operator. The latency appears to improve when
using the virtual environment. The user experience seems to benefit from the use of mixed reality
techniques; this may lead to the broader use of teleoperated service robot systems.

Keywords: teleoperated robot, service robot, immersive operation interface, mixed reality
interface, virtual reality environment

1. Introduction. Service robots can perform more complex and precise
tasks by harnessing human experience through teleoperation. Teleoperation
systems are intended to provide technical means to perform the desired task in
a remote environment [1]. In an efficient teleoperation system, the operator
must be ensured that the desired task is adequately performed in the remote
environment. To this end, teleoperation systems must overcome a series of
barriers such as distance, and time delay, among others. Furthermore, the
relationship between the operator and the remote environment strongly affects
the system efficiency. This means that system performance can be vastly
improved by allowing the operator to understand the interaction with the
remote environment intuitively and easily.

The feeling of presence refers to the operator’s sensation of being present
in the remote environment [2]. Ideally, the system should make the operator
feel the remote environment as if it were the real world. There is a belief that
presence or embodiment is correlated with task performance positively [3]
so, by improving the feeling of presence, task performance is also improved.
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In addition to improved performance, the feeling of presence also gives the
operator the ability to perform the task in a more natural way, similar to real-
world actions. This can reduce the need for the operator to train extensively to
successfully operate the robot.

A typical method of providing the feeling of presence is by displaying
video from the robot’s camera [4, 5]. Recently, immersive interfaces have
been used to induce the feeling of being inside the robot [6] and improve the
teleoperation experience [7]. The feeling of presence is the result of immersion
[8]. Therefore, immersive interfaces are often accompanied by Head-Mounted
Displays (HMD) consisting of a display combined with a head-tracking system
to improve immersion and control.

Communication between the operator and the robot is also essential for
effective remote operation. Virtual reality (VR) has proven to be an excellent
option for displaying information to the operator. VR enhances communication
between a system and its users by displaying and visualizing complex data
efficiently. VR systems are being used for robotic teleoperation tasks due to
their ability to allow users to intuitively interact with 3D environments and
concede fluid interaction in the physical world [9] . Gradecki defined VR as a
“technology that allows a user to view a virtual environment from any point
and angle, and interact with objects that make up that environment” [10].

By enhancing the teleoperation interface with virtual environments, the
operator can experience better robot control, allow non-expert users to control
the robot, and leverages the experts’ experience in challenging domains [11].
However, the integration of robots with VR systems can become a challenging
task, as several considerations must be taken into account. For instance, the
lack of standard interfaces that connect ROS (Robot Operating System) with
virtual reality platforms that use HMD [12], or VR sickness, which are the
ailments such as headaches, dizziness, and nausea caused by misuse of the VR
environments [13].

Latency or time delay is a key factor in teleoperation systems. The time
delay between input and visual feedback response greatly afflicts the commu-
nication between distributed master and slave systems over a network [14].
This delay can vary from a few milliseconds to several hundred milliseconds,
depending on different factors such as distance or communication infrastruc-
ture. Early experiments to test the effect of time delays on teleoperation have
shown that latency impairs the performance of the robot operation [15]. More
recent studies show that in systems with latency over 1 second, the operator
often tries to compensate for the delay with a “ move and wait ” strategy [16]
that makes the robot’s operation suboptimal. Much effort has been made to
reduce latency, such as algorithms for data compression and optimization.
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For example, Bouzakaria and collaborators [17] are trying to reduce network
latency and have obtained response times below 240 milliseconds on a local
network.

The Internet is becoming the most common communication medium
in teleoperation [18] since it offers several advantages such as ease of use,
broad accessibility, low cost, and relative reliability. But despite these benefits,
this communication technology has its drawbacks, such as latency, loss of
data packets, and others [19]. As remote visualization involves transmitting
a large amount of video data over the network, the challenge is to decrease
communication instability, such as latency, which is one of the main problems
in teleoperation [4].

In summary, an efficient teleoperation system must have a suitable
operating interface that is not only capable of viewing the remote environment,
controlling the robot, and providing a feeling of presence but also has a fast
response time.

This work presents the development of a service robot teleoperation
system with an immersive mixed reality operation interface where the operator
can visualize the robot’s actual environment or a virtual 3D environment
representing it. Mixed Reality is the concept (not any particular technology)
of combining real and virtual worlds [20]. It involves the merging of real and
virtual worlds somewhere along the “virtuality continuum” which connects
completely real to completely virtual environments [21].

The aim of adding a virtual environment is to reduce communication
latency by reducing the amount of information sent over the network and
improving the user experience. However, adding the virtual reality environment
brought the need to ensure that the task was being performed correctly, so
visualization of the real environment through the robot’s cameras was also
required. To overcome this, a mechanism was added to switch between real
and virtual visualization modes.

The design and development of this teleoperation system required con-
sidering diverse aspects such as having a user-friendly operation interface,
dealing with communication media (such as transmission, protocols, and time-
delay problems), creating a custom virtual environment faithful to the real
environment, selecting proper virtual reality devices, implementing emerging
features, and testing with human operators.

The system should allow everyday users to perform navigation tasks
without extensive training. Therefore, the robot should be controlled remotely
through an operation interface, and the operator should be able to move or
navigate the robot with freedom in the remote environment. In addition, the
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operator should be able to view the remote environment through the robot’s
stereoscopic cameras with a 3D effect on the HMD.

To deal with latency issues and prevent the operator from having an
unpleasant user experience, it is possible to change the visualization mode from
real 3D to virtual 3D and continue to operate the robot in the VR environment
with no difference from the real one. One of the goals of this dual visualization
is that the user was able to navigate successfully in the remote environment
by real or virtual mode indistinctly without further issues such as dizziness,
collisions with objects, or damaging any component of the robot or the remote
environment.

Another crucial point to consider was the lighting conditions. The robot
had to be able to operate normally even when changing the lighting conditions.
This means that if the remote environment goes dark, the real visualization
would be inappropriate to continue operating as the operator would be unable
to see the environment. When changing to the VR mode, this change in lighting
shouldn’t affect the visualization. However, the operator must still be able to
perceive the new lighting conditions to preserve the feeling of presence and
enhance the user experience.

The developed system contains an operation interface with two visual-
ization modes: a real stereo video from the robot’s cameras and a virtual 3D
environment mapping the real environment. The interface is displayed in an
HMD to put the operator in a virtual space that contains both visualization
modes. This HMD also controls the movements of the robot’s head by fol-
lowing the operator’s head movements. For navigation and other features, a
joystick is used. The service robot can perform navigation and simple tasks
autonomously or it can switch to teleoperated mode when navigating in difficult
places or when performing complex tasks.

The tests suggest that the immersive mixed reality interface for tele-
operation provided improved usability for operators. On the one hand, the
VR mode provided an environment to experiment naturally with the robot and
remote location. On the other hand, visualization in real 3D was a great aid
when users needed to ensure that the task was performed similarly in real and
virtual environments. Communication latency appears to have improved when
using virtual mode, as there is no need to visualize real video. Additionally,
the virtual mode provided a certain level of realism, which is a key feature for
training operators. Teleoperation was presumably successful in both environ-
ments without collisions or major problems. Switching between visualization
modes appears to provide more control to the operator and generally improves
the experience.

1190 WHdopmaTuka n asTomatmsaums. 2021. Tom 20 Ne 6. ISSN 2713-3192 (neu.)
ISSN 2713-3206 (oHnawH) www.ia.spcras.ru



ROBOTICS, AUTOMATION AND CONTROL SYSTEMS

2. Related Work. Mixed reality techniques are a convenient instru-
ment for teleoperation systems. In recent years the advances in VR technology
have prompted the use of HMD’s and 3D visualization. A variety of applica-
tions taking advantage of such technologies have been proposed to enhance
teleoperation. For instance, Lipton and collaborators [22] developed Baxter’s
Homunculus, a telerobotic system that uses commercial VR technology and a
Baxter robot. Baxter is a versatile manufacturing robot designed to perform
repetitive assembly line tasks. This system consists of a VR Control Room
presented to the user through an Oculus Rift (a commercial HMD). The Control
Room has the shape of a robot head with a window showing the robot environ-
ment pretending the user was a minuscule human inside the robot controlling it.
Unlike the proposed system, Baxter’s Homunculus does not display the images
from the robot cameras directly to the user’s eyes but on a pair of 2D surfaces
representing virtual windows within the Control Room which may cause a loss
of situational awareness. Lipton and collaborators dealt with latency by adding
the Control Room to hide the delay issues and leave the 3D interpretation
task to the user’s brain. The Homunculus system requires three computers to
operate, one for the Oculus, one for the robot, and one for transmitting and
receiving a video stream from the HD cameras. The proposed system requires
only one non-specialized computer to control the robot and a mobile device or
the Oculus Rift (with an additional computer) to visualize the user interface.
Our system uses a joystick to operate the robot intuitively as it was inspired
by video games, in contrast with the Homunculus, which requires the users to
complete a tutorial before using the system.

Immersive teleoperation interfaces present a system that maps move-
ments from the user to the teleoperated robot to perform them and visualize
what the robot perceives through its cameras. Teleyes [23] is a system based
on stereoscopic vision and head movement tracking to control Unmanned
Vehicle Systems (UVS). Its goal is to reduce the visual distortion in remote
environments by synchronizing human and machine vision. Teleyes provides
the operator with the sensation of being on board the UVS by displaying the
images from two cameras attached to the UVS on an HMD. The use of stereo
cameras provides a better perception of the environment depth. The system
synchronizes user head movement with the controlled UVS. Teleyes uses a
VR Headset with an iPhone 6 plus as HMD. An inertia measurement unit
(IMU) sensor was attached to the HMD for head tracking, and two cameras
were installed on the UVS to capture the stereo video to transmit it to the user.
Teleyes and the proposed system share the approach of enhancing the teleoper-
ation experience by matching the stereo cameras and head movement with user
visualization and control of the device. However, Teleyes was designed to work
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in a local wi-fi network which reduces communication issues. Teleoperation
from a distance or over the Internet is not under the scope of Teleyes. Its
experiments aimed to prove the ability to interpret the remote environment
from the sense of sight. Teleyes only provides real-video visualization of the
remote location it does not use any virtual environment.

Virtual Environment for Tele-Operation (VETO) [24] is an immersive
user interface for the teleoperation of a small robot. VETO was designed to op-
erate in a fully observable environment scanned beforehand and automatically
generates walls and rooms in a virtual environment for the user to explore them.
It improves the raw visual feedback with additional information in the form
of text and haptic feedback. The CrossSock Networking API was developed
to work with VETO using the C++ programming language. CrossSock is a
cross-platform, lightweight, and header-only high-level solution for developing
client-server architectures. It uses Transmission Control Protocol (TCP) and
User Datagram Protocol (UDP) sockets for data transmission. VETO uses a
Leap Motion Controller mounted on the HMD to generate a mesh represen-
tation of the user’s hand position and finger movements in the virtual view.
Its architecture uses the Unreal Engine 4 game engine for its user interface
presented on an Oculus Rift VR headset. Similar to the Homunculus project,
the VETO interface does not show video from the robot stereoscopic cameras
directly to the user’s eyes. Its perspective view is from a standing human facing
the robot. VETO is an entirely virtual environment where all the displayed
rooms, objects, and the robot itself are virtual representations of the real ones.
Only when there is a need to identify an obstacle, images from the robot cam-
eras are displayed on a pair of side-by-side windows-like 2D surfaces. This
feature makes the need for video transmission occasional, and even when trans-
mitting, the latency issues are hidden by the window-like visualization of the
video. VETO aims to be a framework for robot platforms with immersive VR
game interfaces. In their paper they present a user study that shows the benefits
of using immersive virtual environments for teleoperation in comparison with
traditional teleoperation methods.

In summary, a number of the existing VR teleoperation systems present
real video visualization from the robot’s cameras. Some have chosen to use
VR environments to get better control of robots. A few have used mixed
reality techniques and have real and virtual visualization working together.
Nevertheless, none of them have managed to use a combination of real and
virtual visualization to the point of using them interchangeably. The proposed
system has an immersive dual visualization (real and virtual) which brings
the best of both approaches. Each teleoperation system exists for a specific
purpose; ours was to work with humanoid service robots. The visualization
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mode can be switched from real to virtual or vice versa to suit user needs.
The importance of visualizing the real environment is to make timely control
decisions when performing daily life house tasks or interacting with humans.
In addition, operating under poor lighting conditions is challenging for most
of the existing teleoperation systems. It is tremendously difficult to visualize
real video in dark surroundings. Our system overcomes this situation by using
the virtual mode and the robot’s sensors to continue operating. The lighting
conditions are imitated in the virtual environment but preserving the ability to
observe all scene elements; therefore, the feeling of presence is unaltered.

Lately, Internet-based robotic teleoperation has become popular. How-
ever, Internet’s slow rate and connection instability restrict real-time control
and feedback. The user may not be able to observe the remote environment real-
time changes through video images due to network delays. Although latency
is rarely discussed, it is a extremely important issue to overcome. One of this
work’s goals is to reduce latency to improve user experience. VR visualization
use considerably diminishes latency issues since only small data packages
containing robot information and commands need to be sent. This approach
reduces system traffic compared to transmitting video images and allows proper
robot control even when communication rates are slow. By adding a 3D VR
environment to simulate the real environment, the proposed system provides
the user with a “live” virtual representation of the remote environment instead
of the delayed 3D video, which may also increase the efficiency of the user
performance.

The discussed works suggest there is a growing trend towards
immersive teleoperation interfaces enhanced with mixed reality techniques.
Mixed reality techniques and versatile robot control techniques create a
symbiosis that can break new ground in the fields of virtual reality and robotics.

3. System Design and Development

3.1. System overview. The aim of this work was the creation of a
teleoperated service robot system with an immersive mixed reality operation
interface. Besides, it was intended that such an operation interface would
be easy to use, capable of work on different platforms, and consume as little
computer resources as possible.

The proposed system (Figure 1) consists of two parts. For remote device,
a service robot with a laptop attached to its back was used (Figure 1 LEFT).
This laptop’s purpose is to directly control the robot and needs an internet
connection to communicate with the operator side. For the operator to control
the robot, an immersive operation interface displayed on an HMD was created.
Two hardware settings for the operation interface are possible. Setting A (Fig.
1 RIGHT TOP) is an HMD wired connected to a PC and a wired joystick.
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Setting B (Figure 1 RIGTH BOTTOM) is an HMD that uses a smartphone as a
display and a Bluetooth joystick. In both settings, a stable internet connection
is needed.

obot location

( R . \ f Operator location

!50
E‘E

%

Fig. 1. General system overview. Robot and Operator locations are communicated via

regular internet connection. LEFT, Real Service Robot with portable computer device

mounted on its back. RIGHT, Operator hardware settings for the immersive experience
with two possible configurations (A and B)

To deal with video transmission delay, a mix of visualization modes
is proposed: real video mode and virtual environment mode. By having a
virtual environment, the resources needed to communicate with the robot can
be reduced. Besides, when in need of visualizing the real environment, like
on regular teleoperated systems, visualization can be switched from virtual to
real or vice versa. This duality allows having the best of both approaches.

The real environment was pre-mapped into the virtual environment, this
means the real and virtual environment perfectly match. On the one hand, when
using the virtual mode, only real-world robot location has to be transmitted.
This reduces the amount of information to be sent and gains efficiency, faster
control, and provides a better teleoperation experience. On the other hand, the
real video mode can be activated if there is a need to display the robot’s view.
This mode allows the operator to visualize the real environment through the
robot’s cameras and determine if the robot is properly performing.

3.1.1. Hardware. The service robot used on this work was the Toy-
ota’s Human Support Robot (HSR) [25]. HSR is a service robot that has two
main purposes: physical work and communication. Although this robot is
currently only available for research, it has been used in many international
robot competitions such as RoboCup [26] and it is planned to be commercially
available soon. Combining 3 degrees of freedom (DOF) of its base, 4 DOF
of its arm, and 1 DOF of its torso, the HSR features 8 DOF, allowing flexible
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movements for navigation and object manipulation. The HSR also has features
like sensors, laser, microphone, stereo and depth cameras, etc. (Figure 2).

Fig. 2. Toyota’s Human Support Robot (HSR)

Head-Mounted Displays (HMD) were used to provide immerse sensa-
tion. HMDs consist of a screen divided in two to show a different image to
each eye of the user with a pair of glasses. The field of view is widened so that
the image appears positioned several meters ahead [27]. These virtual reality
headsets allow to see a virtual world directly on their screens and allow an
immersive sensation in the virtual environment.

In order to test the system performance on different platforms, two
different HMDs were used: Setting A, an Oculus Rift connected to a PC
(Figure 3 LEFT) and Setting B, a Samsung GearVR with a Samsung Galaxy
Note 8 smartphone (Figure 3 RIGHT).

EFT, Setting A: PC and Oculus Rift. RIGHT, Setting B:
Galaxy Note 8 and Gear VR

Fig. 3. Hardware Settings.
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Oculus Rift [28] is a virtual reality headset developed and manufactured
by Oculus VR. Its technical features make it ideal for immersiveness in this
system. Samsung GearVR [29] is also a virtual reality headset created by
Samsung Electronics in collaboration with Oculus VR and it is compatible
with Samsung mobile devices. The screen of these devices is used to display
the images, and their accelerometers and gyroscopes are used for rotation
tracking. The ability of this headset to work with mobile devices allows them
to be easily used in a domestic environment.

The PC used in Setting A has the following features:

— PC Dell Precision Tower 7810
OS Window 10 64 bit
Processor Intel(R) Xeon(R) CPU E5-2650 v4 2.2GHz

- RAM 16 GB

— GPU Quadro P400

— GPU Memory 8GB GDDRS

— CUDA Cores 1792

For controlling and interacting with the virtual environment a joystick
was used, the Dualshock 4 [30]. This joystick is the fourth iteration in a line
of gamepads developed by Sony Interactive Entertainment for the PlayStation
family. It has various buttons for command input, as well as the use of Bluetooth
and USB for connectivity with devices other than PlayStation. This feature
allows it to be used with PCs and mobile devices with Android.

As it was shown, to make the system accessible to a broader audience,
commercial not specialized hardware was used.

3.1.2. Software. This system uses ROS (Robot Operating System) for
robot main control, and sockets to connect the interface with the robot. ROS
[31] is a robotics middleware, a set of software libraries and tools to build
robotic applications. The Kinetic version of ROS running on the Ubuntu
Operating System (Linux) 16.04 LTS was used.

For autonomous navigation, complex tasks, and robot behaviors, a
version of ViRbot (VIrtual and Real roBOt sysTem) adapted to Toyota’s HSR
was used. ViRbot [32] is a hybrid robotics architecture to operate autonomous
robots. ViRbot system inter-operates with ROS to form an intelligent systems
development platform for computer vision, digital signal processing, automatic
planning, automatic control, and human-robot interaction. ViRbot was adapted
to work with the HSR proprietary libraries and this adapted version has been
tested in our HSR at international robot competitions such as RoboCup where
it was awarded 2nd place in 2018.

Video game engines have been widely used for robot simulation due to
their ease of content creation that allows focusing on more specific topics in
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the field of simulation. Game engines include elements for the simulation of
physics, lighting, artificial intelligence, rendering, network, etc. The quality
that can be achieved with these engines allows creating a simulation convincing
enough to be used on the interface virtual mode.

Unity 3D [33] is a video game engine that allows the creation of games
for various systems and devices such as PC, Xbox Family, Play Station Family,
Nintendo consoles, Android, i0S, Web, etc. Furthermore, Unity 3D uses C#
and javascript as base languages to create scripts that model behaviors. As for
3D models, it is possible to use various formats such as .obj, .fbx, and .mb. All
these features make Unity ideal for this work. The Unity 3D version used was
2018.2.21f1, running on Windows 10 Professional Operating System.

3.2. Local interface for teleoperation. Local interface refers to the
operator control interface presented on the HMD. Communication between the
local interface and the robot must be precise and fast. Information such as robot
position, video from cameras, and control commands need to be transmitted
from and to the robot.

To generate an immersive 3D environment, stereo video from the robot’s
stereoscopic cameras was transmitted to the local interface and displayed on the
HMD. On the interface, the operator can visualize a 3D real environment (video
mode) or switch to a 3D virtual environment (virtual mode). Additionally,
the operator’s head movement on the HMD was mapped to the robot’s head
movement, so that he can freely explore the remote environment by moving
his head (Figure 4).

Fig. 4. Mappéd head moverﬁentsy. When the user tilts his head up, the robot also tilts its
head up

The head movement information was sent to ROS using update messages
(detailed on section 3.3) to mimic this movement on the robot. Upon receiving
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the update messages, they were published as ROS messages to be executed by
the robot. Moreover, precision in the detection of headset movement had to
be carefully considered. If not properly managed, even the slightest operator
head movement could trigger a robot head movement and this could cause him
dizziness. To address this, a threshold for motion detection was implemented.
This means, when the movement was under the threshold, the information was
not sent to avoid this unpleasant experience.

To control the remaining robot movements, the joystick’s buttons and
stick were mapped on Unity. By this mapping, Unity gathers information about
the direction and speed of the joystick’s movements. This information was
sent to ROS to be converted into movement commands for the robot. The stick
movements were sent as state update messages and the button information as
event or command messages (detailed on section 3.3).

For the immersive 3D experience, the images from the robot’s stereo
cameras were displayed on the headset lenses corresponding to each eye of the
user. To achieve this, a connection with the robot was established to receive
the images on Unity. The robot can capture video with its frontal and stereo
cameras but in image format. This means, the robot cannot capture video,
instead, it captures static images. These images are quite large as stereo vision
requires images from both stereo cameras (left and right). Thus, a large amount
of data was required to be transmitted over the network.

A ROS library, web video server was used to this end. This library
allows ROS to convert the robot video images into a stream of compressed
mjpeg images. This stream is a continuous sequence of jpeg format images
with no headers or footers. This stream was received asynchronously in Unity
so that it would not cause slow processing nor affect the images displayed. The
images received were assigned to textures and presented to each eye of the user
to recreate the video from the real environment with a three-dimensional effect
on the HMD.

To deal with data quality of the received video, image enhancement
techniques were applied. Those techniques are commonly used to improve
the visual appearance of images, in terms of sharpness, distortion, contrast,
etc. Enhancement techniques in the spatial domain use the information from
the image pixels to perform the enhancement. One of these techiniques is
the Laplacioan Filter [34], which is a high-pass filter that highlights regions
with rapid intensity changes and is used for edge detection. The Laplacian
L(x,y) of an image with pixel intensity values I(x,y) is given by Eq.1. This
can be calculated using a convolution filter. Given that the received images are
discrete, then a discrete convolution kernel was used. By using this filter, the
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edges on the image can be obtained and must be added to the original image to
highlight the edges and improve the sharpness.

. 8 8%
(x,y) = 52T 52

The images received as a stream of jpeg images were placed in Tex-
ture2D Unity objects and from them, a color matrix was obtained. A convolu-
tion was applied to perform filtering and enhancement of the picture. However,
image processing can become a time-consuming task, especially when the
images to be processed are large. Visualization of real or virtual environments
could be considerably affected by this processing and could reduce the user
experience fluidity. In such cases, image processing should be performed in
parallel to avoid interference with the user experience. This process was made
in Unity with an asynchronous task for image processing.

After finishing the image filtering, the main thread detects it and the
new texture with the improved image is applied to the objects that show the
video on the headset. Then, the filtering process begins anew with the latest
received image. This process may cause frame loss, but the latest image is
always preserved.

3.3. Robot-interface communication. Communications on virtual en-
vironments are categorized by Kessler [35] on three main types:

— Events messages: Transmit information that cannot be discarded.

— Command messages: Similar to event message but require a re-
sponse.

— State update messages: Any transmission about the current state
of the shared environment. A state message becomes stale when a new state
message is generated for the same set unless an event or command has occurred
since the last state update or the full history of state changes is required by the
receiver.

Distributed virtual environments usually transmit a large amount of
state update messages. A task can not allow losing time receiving old messages.
In this work, even though the virtual environment is only on one side of the
communication, the information from the real environment was abstracted by
the robot. This allowed the information to be handled as if both environments
were virtual and thus improve and simplify communication between the virtual
interface and the robot.

Sockets were used for robot-interface communication because they pro-
vide a simple and reliable way for communication between completely different
processes. For instance, they can be used in different systems programmed in
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different programming languages running on different OS. This means sockets
are suitable to communicate ROS with Unity 3D.

Sockets for trusted and untrusted communication can be implemented on
ROS and Unity via C++ or C# code. Trusted communication refers to messages
that always arrive at their destination and are implemented by TCP sockets.
Trusted communication could be slow to ensure the message’s arrival and in
case of loss, they are asked to resend the message. This feature makes them
ideal for command messages. Untrusted communication refers to messages
that may not arrive at their destination and are implemented by UDP sockets.
This communication is faster and even with the possible data loss, they are
ideal for state update messages.

The laptop attached to the robot (Figure 5 LEFT) contains the ROS
nodes and it is connected to the robot via Ethernet cable and to the Internet
wirelessly to connect with the interface. Incoming communications on the
corresponding ports must be redirected to this computer to ensure proper
communication. The device holding the interface (Figure 5 RIGHT) can be
connected to the Internet via ethernet, Wi-Fi network, or mobile network (in
the case of Samsung Gear VR). Communication must be established from the
device running the Unity interface to the computer running ROS. The ROS
computer receives the data and converts it to information to be published in
ROS for execution by the robot. When it receives information from the nodes,
it sends it through the sockets to the connected Unity 3D device.

Robot Laptop Operation Interface
Ubuntu O.S. Windows 0.S. / Android O.S.

) ROS Unity 3D / app
e HSR Internet —_—
! ViRBot —_ 6
] Libraries iy i
Real and virtual
Robot modes

Fig. 5. Immersive Mixed Reality Teleoperation System. The robot laptop controls the
robot and gathers the required information from the robot sensors and cameras. It
contains all the ROS nodes running on a Ubuntu O.S. and communicates with the

operation interface using sockets. The operation interface was created with Unity 3D.
It can be executed from Windows for the Oculus (setting A), or from the generated

Android app for the Samsung Gear VR (setting B)

-~

sa1do) SOy
S19)208
S12»208

Operator

3.4. Virtual environment. The operator had to be able to control or
explore the environment interactively and fluent. This means, the virtual
environment had to be able to emulate processes such as real environment and
objects physics, graphics display, objects interaction, and artificial intelligence
when required.
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The Oculus Rift API for Unity 3D, allows to easily integrate the Oculus
headset motion recognition, and the accelerometers and gyroscopes of the
smartphone inside the Samsung Gear VR. Unity allowed creating the virtual
environment for both platforms, Windows for Oculus, and Android for Samsung
Gear VR. In the case of Samsung Gear VR, it was required to install the JDK
(Java Development Kit) and to have Android SDK (Standard Development Kit)
to compile.

The virtual environment was designed and developed to perform the
teleoperation of the HSR. To this end, the real HSR was replicated on the virtual
environment by an HSR Unity model (Figure 6) from SIGVerse simulator [36].

Fig. 6. Virtual HSR model

SIGVerse is a tridimensional Unity-based simulator created by Dr. Ina-
mura and collaborators [37], which allows 3D environment interactions (percep-
tion and action) and was designed to simulate HSR in a domestic environment.

To abstract the real space into the virtual space, adequate corresponding
scales were required. Thus, the robot model was used for scale reference to
match real and virtual environments. This abstraction was achieved using the
robot to map the space where it was going to navigate. Using the robot’s laser
system with ViRbot modules and its adaptations to HSR, a map of the real
environment was obtained by navigating the robot in the real space (Figure 7).

Fig. 7. Biorobotics Laboratory map obtained from HSR using ViRbot
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This map image was transferred to Unity 3D in an adequate position
and scale (Figure 8 LEFT). With this image as the base floor, fixed objects
such as walls, ceiling, floor, or large size furniture were represented on the
virtual environment by 3D models on a fixed position corresponding with
their real position (Figure 8 RIGHT). When adding a large number of complex
structures to the virtual environment, the interface could become slow, thus, it
was preferred to use simple 3D models to avoid overload.

| oo

1 - >
Fig. 8. Map from real space to virtual space

To locate the robot in the virtual space, the real robot used its sensors
and ROS libraries to locate itself and transmit its position to the interface to
replicate it in the virtual environment. The robot position relative to the map
is requested continuously. Once the position was obtained, it was sent to the
virtual environment through sockets. Status update messages were used since
this information is constantly changing and only the latest available is used.
In the virtual environment, the information was received and assigned to the
robot model to position it on the corresponding location.

3.4.1. Lighting conditions. Most of the existing teleoperation systems
face problems when operation under poor lighting conditions (e.g. with lights
OFF) as real video visualization becomes hard to achieve. To address this, on
the local interface the operator can switch to virtual mode to be able to properly
visualize the environment and avoid collisions when moving. Nevertheless,
when using teleoperation in virtual environments, the virtual environment must
be a close representation of the real environment. This means a change in
lighting conditions should be perceived by the operator.

Unity allows creating ambient lights with brightness levels within the
virtual environment. These levels can be adjusted in real-time from the bright-
ness information of the real environment. Since the images received from
the robot are RGB images, they can be converted to HSV (Hue Saturation
Value) space. The HSV color space is an alternative representation of the RGB
model commonly used for rendering images. The Hue of this space represents
the color, the Saturation represents the intensity of the color, and the Value
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represents the brightness of the color. The average from each frame pixel’s
Value or luminosity was used to set the Unity brightness levels.

3.5. Implementation overview. As shown in Figure 5, the implemen-
tation of the system is divided into two main parts, Unity and ROS.

In Unity there is a Scene containing all the elements of the local interface.
This Scene is presented in the HMD. A virtual camera mapped with the HMD
is placed at an initial position inside the Scene (Figure 9).The camera is facing
the virtual environment to visualize all the virtual elements on the scene. A
couple of 2D planes are placed in the corresponding position with the HMD for
each eye. Those planes will display the real video to the user. The images from
the stereo cameras are used as a texture for these planes, which provides the
3D effect. When selecting the real visualization mode, the planes are enabled,
and the video is displayed on the 2D planes. When switching to virtual mode,
the planes are disabled, and the virtual environment can be observed.

Fig. 9. Unity Scene. A virtual camera representing the user is placed at an initial
position

To control the robot, the joystick is monitored by Unity to detect stick
movement or button pressing and convert this to messages to be sent through
sockets. A similar process applies to the head movement but monitoring the
HMD movement from Unity. The generated messages are sent to ROS to
be processed and executed, and in return, new information from the robot is
received in Unity to update the virtual camera position and rotation accordingly
to the real robot’s base and head positions.

In ROS, the messages arrive through sockets then, they are converted to
commands and sent to the robot for its execution. In return, the robot’s updated
information is converted to messages and returned to Unity via sockets.

For the video transmission, the web video server ROS package was
used. In summary, web video server opens a local port and waits for incoming
HTTP requests. When a video stream of a ROS image topic is requested via
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HTTP, it subscribes to the corresponding topic and creates an instance of the
video encoder. The encoded raw video packets are served to the client. Only a
URL with some parameters is required to connect to the node [38].

A brief description of the Unity C# classes and their main methods, and
ROS nodes and their functions is given below:

Player class: Main class, associated with the user. Controls all the
functions of the local interface. Initializes and configures data for communi-
cations, robot control, visualization, etcetera. Contains HostAddress, Host-
PortUDP, and HostPortTCP for sockets connections, an array of objects of
MPGIJStream class associated with the planes that display the video, and other
helpful elements. Its most relevant methods are: Start() - Establishes connec-
tions through ControllerUDP and ControllerTCP and initializes everything.
Update() - Is continuously executed to update the scene and manages sets the
robot position to the corresponding GameObject accordingly to robot state data.
moveVirtualHSR() - Updates the robot state data (position and rotation) with
the information received to be used by the Update method. headReceived|()
- To confirm the reception of head movement message from the real robot.
leftStick() and rightStick() - To manage the joystick’s stick movements and
send them through ControllerUDP objects. headRotation() - Detects head
movement from the HMD device and converts it to messages to be sent via
UDP sockets. buttonsDown() - Manages joystick’s buttons pressing and can
send TCP or UDP messages configured for each button. Simple commands
like close grip or complex commands like go to the kitchen can be assigned to
buttons.

ControllerUDP class: Manages UDP sockets. Its most relevant meth-
ods are: StartClient() - Establishes UDP socket connection, receives mes-
sages to move robot base and head, and notifies Player object when receiving
messages to execute moveVirtualHSR and headReceived. sendMSG() - Send
message through the established socket.

ControllerTCP class: Manages TCP sockets. Its most relevant methods
are: StartClient() - Establishes TCP/IP socket connection. sendMSG() - Send
messages through the established socket. TaskAsyncClient() and clientCall() -
Sends messages and receives a response asynchronously when required.

MJPGStream class: Manages everything related to video and its dis-
play on the planes corresponding to each eye on the HMD. Its most relevant
methods are: Start() - It connects to the web video server URL to get the images
from the robot stereo cameras. Two objects of this class are needed, one for
each eye, therefore two URLs with different topics are used. It also initializes
a CustomWebRequest object to manage the received images. Update() - Vali-
dates if the images received have finished being processed by the filters and
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then applies the images as textures for the planes to visualize on the HMD.
changeTexture() - when the CustomWebRequest object receives a complete
image this method is executed. It calls the filter method from this class to
enhance the image and the changeLightValue method from LightManager class
to adjust the environmental lights. filter() - Applies the filters to enhance the
images in an asynchronous process. In this method, different filters can be
configured and use the one that suits best.

CustomWebRequest class: Manages the images received from the
video web server. Its most relevant method is: ReceiveData() - This method
executes when data is received. It validates if the information is new or different
from the last received. When the complete image is received, it is sent to the
changeTexture method of the MJPGStream class to process it.

LightManager class: Processes the received images to replicate the
lighting in the virtual environment. Its most relevant methods are: change-
LightValue() - Converts all image elements from RGB to HSV to obtain an
average Value and assign this to the virtual lights. resetLight() - Resets virtual
lights to its initial state.

Server node: Main ROS node. It contains all the functions needed to
manage messages through sockets, convert messages to commands and vice
versa, and send commands to robot. Its functions grouped by usability are
described next.

Initialization functions: To configure ROS topics to subscribe or pub-
lish, initialize elements such as threads for TCP and UDP sockets and other
utilities.

ServerTCP functions: To create TCP sockets, establish communication,
receive messages, and send them o the CommandsConverter functions.

ServerUDP functions: Same as ServerTCP but for UDP sockets. Addi-
tionally, they can send messages when the head moves.

CommandsConverter functions: To convert received messages into
commands and send them to the CommandsToRobot functions for execution
and convert robot information to messages to be sent via sockets back to Unity.

CommandsToRobot functions: To send commands to robot for
execution. When the command is simple, like move base or head, a ROS
message is published to the corresponding ROS topic for execution by the
robot. When the command is complex, like “go to the kitchen”, the command
is sent to ViRbot (HSR version) to be processed, planned, and executed
autonomously by the robot.
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4. Experiments and Results

4.1. Local interface tests. To test the performance of the system, a
series of experiments were conducted. First, the experimental environment
had to be settled. Our University’s BioRobotics Laboratory was selected to
act as the real environment space. The laboratory was mapped into the virtual
space using the procedure described in the previous section. Furthermore,
hardware settings A and B for the interface and the robot were properly set,
the required connections were successfully established, and the software was
loaded to begin the tests. A compact set of users not experts in the field of VR
and teleoperation tested the system. All users received identical instructions as
described below.

The interface tests were divided into three types: real mode only, virtual
mode only, and mode mixing freely.In all tests, users had to wear the HMD
and grab the joystick. Subsequently, the interface was started and connected to
the robot to begin the visualization. In real mode tests (Figure 10), the video
received from the robot’s stereo cameras was displayed on the HMD with a 3D
effect. Such visualization provided the users with the immersive sensation of
being inside the robot; in other words, they were “seeing what the robot was
seeing". The users were requested to move their heads to explore the remote
environment. Regular movements were mimicked by the robot as expected, and
the users could control the robot’s head with their heads. Next, the users were
instructed to make slight random movements to test the movement threshold.
To prevent these movements from causing unpleasant dizziness, movements
below the threshold did not affect the robot’s movement.

After exploration by head movement, the users were asked to navigate
the robot using the joystick for about 5 to 10 minutes. Once the users got
used to controlling the robot with the joystick, they were able to navigate the
robot through real space and visualize the environment according to the robot’s
new position. Navigation tests were fluently and without significant incidents.
However, navigation was pretty slow and clumsy. Users had to reduce the speed
of the controlling movements to deal with video delays. They explained that
when performing fast movements with their head or fast-moving the robot with
the joystick, the video had a delay in showing the movement which made them
feel dizzy. In addition, they reported having used the move and wait strategy to
avoid collisions or getting lost due to the outdated video. The aforementioned
video latency incidents turned the user experience less pleasant.

To ameliorate the previous experience, the users were instructed to
change to virtual mode and repeat the previous tests in the virtual environment
(Figure 11). Users explored and navigated using only virtual mode for about 5
to 10 minutes. In these new tests, the users reported no delay in visualization
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/ . ¥
Fig. 10. User Experience Real Mode Tests. Visualization, head movement exploration,
and robot navigation with the joystick

and smoother navigation and head movement. Users no longer needed to use
the move and wait strategy, making their performance visibly faster and more
confident.

Finally, the users were allowed to switch modes freely and repeat the
explore and navigate tasks for 5 to 10 more minutes. Users preferred to use
the virtual model for navigation. Nevertheless, they inclined toward real-mode
to explore the details of the environment and verify the robot was performing
the same as in the virtual environment. According to users, the teleoperation
using this mixed mode felt more comfortable, avoided dizziness, and improved
their performance.

User experience could become difficult to measure as it is somewhat
subjective. Nevertheless, there are some tools designed to aid in this task.
One of the most practical and reliable tools is the System Usability Scale
(SUS) [39]. SUS is an inexpensive yet effective tool for assessing the usability
of a system. The SUS is composed of ten statements, each having a five-point
scale that ranges from Strongly Disagree to Strongly Agree. Its final result
is an intuitive 100 points scale. Several studies have shown that SUS results
are reliable and accurate. Therefore, SUS has become the most widely used
measure of perceived usability [40] and is one of the most used methods in
User Experience.
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Fig. 11. User Experience Virtual Mode Tests. Visualization, robot navigation, and
head movement tests in virtual mode

A SUS questionnaire was applied to users after using the system to
evaluate system usability. The answers were processed as indicated by SUS
methodology, and an average score was obtained. The usability SUS score of
the system was 80.83 £3.81. An “Additional comments” section was included
in the questionnaire. In there, users could freely express their impressions of
the system. The summary of the most popular comments is shown next.
Comments for Real Mode:

— Liked the ability to see the robot’s cameras images in 3D.

— Dizziness caused by the delay between movements and visualization.
Easy to navigate with the joystick controller.

Frustration when attempting to achieve a task due to delays.
Liked to visualize the real environment to confirm the robot position.
Comments for Virtual Mode:

— Agreeable transition from real to virtual and vice versa.

Accurate mapping between real and virtual environments.
Dizziness by delay completely disappeared.

Smooth movement of the camera accordingly to head’s movement.
Would like the virtual environment to be a little more realistic.

— Compared the system with a VR video game.
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About 80% of the users referred their experience with the system when
only using the real mode was quite fascinating but not very comfortable, how-
ever when switching to a virtual model, their experience improved, and the
uncomfortable sensations diminished or disappeared. 70% explained that using
virtual mode only was preferable, but they would have been uncertain about
duly completing the desired task. 52% pointed that virtual mode felt like a
VR game which could make them forget about the real robot and task. 95%
expressed that having the possibility to switch between modes increased their
confidence in operating the robot and provided them a feeling of integration
between the VR video game-like experience and the visualization of the real
3D cameras.

4.2. Latency and frame rate tests. Video delay issues on real mode
clearly affected user performance and led to an unpleasant user experience.
As users depend on video for perception, direct interfaces typically demand
low-delay communications. The virtual mode was devised to reduce latency
and cope with these circumstances. To quantify the improvements of using
virtual mode over real mode, the following tests were carried out.

Latency and frame rate are the critical points to measure as the user
experience entirely depends on them. Distance is another vital point when
transmitting a large amount of data. Therefore, we decided to perform the tests
using a local network and virtual private networks (VPN) at different distances.
VPNs at Tampa (United States), Singapore, and South Africa were used. The
data traveled from our Laboratory through the VPN and back to the computer
that controls the robot. Given that network traffic varies during the day, the
tests were carried out on different days and daytimes.

A stopwatch was started when sending a stream of images (mjpeg)
and stopped when receiving the beginning of video measure the video mode
latency. In virtual mode, no video data is sent, therefore, to measure virtual
mode latency, the response time of robot base movement and robot head
movement was recorded. Another stopwatch was implemented on Unity, and
it was started when sending a command to the robot. When receiving the
command in ROS, a return signal was sent to indicate the correct data was
received. In the case of the robot base, the total response time between sending
the command and updating the robot position was recorded. In the case of the
head, response time only between sending the commands and receiving them
to execute in the robot was considered. The same VPNs and conditions for 20
tests were used. The average response time of 20 tests is shown in Table 1.

To better understand the latency results, the response ratios for
Video/Base and Video/Head are shown in Table 2. Those ratios are the results
of comparing real and virtual modes latencies. They show how much faster
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Table 1. Latency Tests. Average response time of 20 tests

Network type Video Stream  Robot Base Robot Head
(ms) (ms) (ms)

Local Network 844.00 251.650 86.15

VPN Tampa 1816.00 332.65 132.05

VPN Singapore 1624.00 708.30 544.70

VPN South Africa 5187.00 694.50 596.65

the virtual mode is relative to the real mode. For instance, in the local network,
the base response time is 3.35 times faster than video, and head response is
9.79 times faster than video.

These results denote the difference between using real and virtual modes.
It can be inferred that the improvement is due to the short amount of data sent
in virtual mode compared with the video data needed in real mode. In virtual
mode, only commands for the movement of the base and head and the location
of the robot are required to be transmitted. In real mode, high frame rate video
from two cameras is required, which is a large amount of data. Therefore, the
virtual mode is faster and more fluid.

Table 2. Latency Tests. Average response ratio of 20 tests

Network type Video/Base Video/Head
Local Network 3.35 9.79

VPN Tampa 5.46 13.75

VPN Singapore 2.29 2.98

VPN South Africa 7.47 8.69

A key feature of VR applications is displaying content at a high enough
frame rate to provide a compelling experience. Frame rate refers to the fre-
quency at which consecutive images appear on a screen. Human vision can
process individual images up to 10 to 12 images per second [41], but images
at higher rates are perceived as motion. That means the higher the frame rate
is, the smoother the motion will be perceived.

Video mode frame rate was obtained by counting the received images
and dividing this number by time. Every time a complete image was received
it was accounted into a counter in Unity and then it was divided by time. For
virtual mode frame rate, a similar procedure was used. In this case, when
the scene was updated, it was added to the counter. The average frame rate
obtained is shown in Table 3.
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Table 3. Average frame rate of video and virtual modes (frames per second)

Network type Video Virtual
Local Network 35.08 316
VPN Tampa 35.79 316

VPN Singapore 3456 316
VPN South Africa 22.92 316

The received images were processed using image enhancement as ex-
plained in section 3.2 before displaying them on the HMD to avoid possible
data quality loss on video transmission. Additionally, as images are constantly
arriving to generate video, some data losses do not seriously affect the system
performance or the user experience. If a frame is lost or damaged, the next
frame arriving replaces the missing information, so users do not perceive it
is missing. The video quality was subjectively well evaluated by users; only
delays caused by latency affected video user experience. Regarding command
and robot data, they were sent using trusted communication and implemented
by TCP sockets. As explained in section 3.3, this guarantees the delivery of
data and packages, then the quality of this data is not compromised. It is worth
mentioning that during all the tests, the robot and command data always arrived
and were executed successfully.

4.3. Virtual environment tests. Virtual environment tests were car-
ried out to measure the closeness between the robot in the real world and its
representation in the virtual environment. In addition to navigation and head
movement tests reported on section 4.1, location, and illumination tests were
performed.

On location tests, the users navigated the robot on the real environment
to locate itself (Figure 12 TOP LEFT). The robot used its sensors and the
real environment map to obtain the real-world coordinates of its position; the
robot location could be visualized on RViz (a 3D visualization tool for ROS)
on the ROS computer (Figure 12 TOP RIGHT). Then, the robot’s real-world
coordinates were transmitted to the interface where Unity mapped them into
its coordinate system to display the virtual robot (Figure 12BOTTOM).

Real and virtual robots’ positions were properly matched in their cor-
responding environments. This allowed the users to navigate in both environ-
ments interchangeably and thus be able to use the most convenient visualization
for each situation.

To test illumination variations, two lightning settings were used: regular
illumination (with lights ON) and poor illumination (with lights OFF). In the
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4
Fig. 12. Localization Test. TOP LEFT, Robot navigating on real space. TOP RIGHT,
Robot location found in real-world (RViz). BOTTOM, Robot location represented on
virtual space

first case illumination on the virtual environment remained normal (Figure
13 LEFT). In the second case, illumination on the virtual environment was
automatically adjusted to darker lighting (Figure 13 RIGHT).

The difference in lighting conditions could be appreciated in the virtual
environment but not as drastically as in the real environment which allowed to
continue operating the robot even when in the real environment it was not
possible.

5. Discussion. The tests suggest that the system was able to success-
fully display 3D video from the robot cameras on the HMD and provide the
operator with a compelling immersive experience. Users intuitively interacted
with the interface and the remote environment but reported some difficulties
visualizing the real 3D environment. The momentary lags on the video screen
caused them to switch to a “move and wait” strategy. Otherwise, they would
experience dizziness and other uncomfortable effects. Either way, most of
them were satisfied with the “seeing what the robot was seeing” experience.
The ability to move the robot’s head with the head was well received, and being
able to visualize it in 3D was a great improvement. Even with the "move and
wait" strategy, the robot’s visual exploration and navigation were successful.

The real-virtual mode switching mechanism was implemented in a
joystick button, which allowed users to switch modes at will. When changing
to virtual mode, users reported a significant improvement in the visualization
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. A
Fig. 13. llumination Test. Different lighting conditions in real space and their
representation in virtual space. LEFT, Lights ON. RIGHT, Lights OFF

and navigation tasks. On the one hand, users preferred to use virtual mode for
navigation and only switched to real mode to confirm they had reached the
desired location. On the other hand, visual exploration was preferred in real
mode even with the waiting issue. They claimed real mode allowed them to
appreciate with detail the real remote location.

Regarding the results from the SUS questionnaire, recent research shows
that the magnitude of SUS means closely correspond with means of other ques-
tionnaires designed to assess perceived usability. Researchers have found that a
SUS score below 68 (average SUS score) indicates issues with the design that
need to be improved. The SUS average score for this system (80.83 +3.81)
was visibly above 68, which denotes that the system is “ACCEPTABLE” con-
sidering the SUS acceptability ranges (Figure 14). The average score obtained
also suggests an adjective rating between “GOOD” and “EXCELLENT”.

MARGINAL

AccePTABILITY
el

SoAE | F b TC T B A

ADJECTIVE WORST BEST
RATINGS IMAGINABLE  POOR o GOOD  EXCELLENT  |MAGINABLE
| IS P I TN NS | NN S TR I AU A |

0 10 20 30 40 50 60 70 80 90 100

SUS Score
Fig. 14. SUS acceptability [42]

Additional users comments obtained from the questionnaire reveals that
the virtual mode seems to have reduced the uncomfortable effects of latency
of real-video transmission.

In his work [43], Robert M. Miller claims that a response time of
two seconds is a universal requirement for human-computer interaction to be
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tolerated and perceived as interactive, and in some cases, up to half a second.
Given that one of this system’s goals was to provide a convincing immersive
user experience, the purpose of having a dual visualization mode was to deal
with unpleasant issues caused by latency. On the latency tests (Table 1), it can
be observed that video time response in the local network was under 1 second,
so it accomplishes the requirement for being perceived as interactive. However,
video stream response time considerably increases with distance, up to more
than 5 seconds in the farthest location. In contrast, the response time for the
robot base and head is significantly lower, and even at the farthest distance, it
never exceeds 1 second.

To quantify the improvement in latency of virtual mode over video
mode, the Video/Base and Video/Head response ratios are presented in Table
2. On this table, it can be observed that robot base response is up to 7.47
times faster than video stream, and head response up to 13.75 times faster. All
these results coincide with the fact that when transmitting real video from the
robot’s cameras, a large amount of information is sent over the network. On
the contrary, only basic information about the robot and the environment is
transmitted when visualizing the virtual environment. This denotes that the
virtual model relies primarily on the graphics displayed on the local device,
not on the streamed video data, which vanishes latency’s disgusting effects and
improves the user experience.

From table 3, it can be observed that the frame rate was around 35 fps in
most of the tests, which is enough to be considered motion video. Nevertheless,
some studies have revealed that on VR applications, a frame rate below 90 fps
can cause negative effects to the user. “The lower the frame rate, the worse the
effects". In this regard, some VR developers guidelines such as Oculus [44],
recommend to aim for consistent 90 fps (which is its max supported frame
rate) or to maintain 45 fps as minimum specs. This might be another cause
of the uncomfortable video mode visualization. However, the frame rate for
virtual mode in all the cases was 316 fps, which is above the recommended 90
fps for VR applications. Again these results are consistent with the premise
that virtual mode enhances user experience. Analysis of the virtual mode high
frame rate suggests that a higher number, textured, or more complex 3D models
can be used without diminishing the performance of the virtual visualization.
Such improvement on the 3D models would lead to a more realistic virtual
environment. This will be considered in future work.

Based on the observations, navigation and other movements of the real
robot were mimicked by the virtual robot very closely. Regarding illumination,
tests demonstrated that in poor lighting conditions (e.g. with lights OFF), the
robot becomes hard to operate in video mode. In such conditions, the robot’s
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cameras were not able to provide an appropriate view of the environment. This
could lead to damaging collisions between the robot and any component of the
remote environment. This issue could have been solved by simply changing to
virtual mode without considering the light variation, but the feeling of presence
would have been diminished by not reflecting the new environmental conditions
of the real environment. In addition, the robot’s laser sensors can be used to
locate it in a completely dark real-world environment as these sensors do not
require visible light to work.

Even in poor lighting, the operation was feasible using laser sensors and
real environment information in the virtual environment. Users reported being
nearly unable to navigate the robot in the dark using the real mode. When
switching to the virtual mode, they regained the ability to navigate, maintaining
the feeling of presence by visualizing the mimicked lighting conditions on
the virtual environment. Finally, it should be noted that a real, uncontrolled
Internet connection was used throughout the experiments. This means that in
a real environment, this system shows presumably satisfactory results.

In addition to the tests mentioned in section 4, the system was presented
in two international robot events. First, the World Robot Summit (WRS)
2018, held in Tokyo, Japan, where our team obtained 4th place at the Partner
Robot Challenge (Virtual Space) of the Service Robotics Category (Figure 15).
Second, the RoboCup 2019, held in Sydney, Australia, where our team also
obtained 4th place at the Domestic Standard Platform of the @Home League.
In both events, the teleoperation system was presented as a Demo even when
still under development. Some attendants to the events were able to try the
system and commented about it briefly.

Virtual-Pumas/ Mexico

IFyEy3y
Demo | & hiion

Fig. 15. World Robot Summit 2018 Tokyo, Japan. Teleoperation System Demo

In summary, they expressed that the system was easy to learn to
manipulate thanks to the joystick controller, which provided the feeling of

Informatics and Automation. 2021. Vol. 20 No. 6. ISSN 2713-3192 (print) 1215
ISSN 2713-3206 (online) www.ia.spcras.ru



POBOTOTEXHUKA, ABTOMATU3ALINA N CUCTEMBI YIPABJNIEHUA

controlling a video game. The 3D visualization was one of the features that the
users enjoyed the most, a significant part of the testers had never experienced
or had little experience with a 3D head-mounted display such as Oculus. The
real visualization was well received, but the delays caused by latency bothered
the users. The main complaints were dizziness, fatigue, and little frustration
when trying to perform a task speedily. By switching to virtual mode, all the
users felt a substantial improvement, the dizziness and fatigue completely
disappeared. The performance also improved, and frustration diminished.
After the users felt comfortable with the double-visualization mode, they
switched at will from one mode to another to complete the desired tasks. Most
of the users were satisfied with the experience and declared that they would
use this system in real-life situations. They also expressed happiness when
using the system as it sometimes felt like a video game experience. In addition,
the users’ comments were of great utility when polishing the system features
and planning new ones. All these observations match with the comments from
the SUS questionnaire applied, which suggests the SUS results are reliable.

6. Conclusion. Teleoperated service robots are an excellent option
for combining human intelligence and motion skills with the service robots’
features. We developed an immersive mixed reality teleoperation system for
service robots. This system consists of an interface for robot operation, a
communication interface between the robot and the operation interface, and an
interactive virtual environment mapping the real environment for the operator
interface. In the operation interface, the operator can visualize the remote
environment in two modes: 3D video from the robot’s stereo cameras and a
virtual reality environment that shows a presumably accurate representation of
the real environment. The operator can select the visualization mode that best
suits the ongoing task and visualize it on the HMD. The operator can control
the robot’s head movement by moving its head, and other movements using a
joystick.

As key contributions of this work we can mention the operator’s immer-
sive feeling of presence, the use of consumer-grade hardware and software to
operate, enhanced dual visualization of the environment (real 3D and virtual
3D), the comfortable operation by regular joysticks (video-game-like experi-
ence) and head controlled robot movement, the latency’s unpleasant effects
reduced by the use of virtual mode, and the ability to operate the robot under
poor lighting conditions without sacrificing the operator’s feeling of presence.

For future work, some improvements are being considered. Improve-
ments on 3D models for a more realistic experience in the virtual environment.
Real object recognition and virtual representation using deep learning tech-
niques. Person recognition and its representation with avatars in the virtual
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environment to add human-robot interaction. In addition, there is some on-
going research about automatic virtual environment creation which would be
beneficial to add to this work.

The use of mixed reality techniques, such as that proposed in this

paper, can greatly improve the operator’s user experience, which may lead to
broader use of teleoperated service robot systems since it becomes easier for
the operator to learn and achieve more complex tasks with ease.
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A. HAKASIMA , [I. PyaJAC, X. CABAX , D. BPUBECKA
JIUCTAHIIMOHHO YIIPABJISIEMbBIV CEPBUCHBIN POBOT C
NMMEPCUBHBIM UHTEP®EVICOM CMEIIAHHON
PEAJIBHOCTHU

Hakasma A., Pyanac J., Casaoic X., Bpubecka 3. [IACTAaHINOHHO YIIPABJIsIeMbIii CePBHCHBIN
PO6OT ¢ NMMepPCHBHBIM HHTEP(PEicOM CMEIIAHHON PeaJbHOCTH.

Annoranus. CepBHCHble pOOOTHI C JUCTAHLIMOHHBIM YIIPABJIeHHEM MOTYT BBIOJHATH Ooliee
CJIOXKHBIE Y TOYHBIE 3aja4l, OCKOJIbKY OHH COUYETaIoT B ceOe HaBBIKM pOOOTa U YeJIOBEUECKHit
orbIT. CBsI3b MEXK/y OIEPaTOPOM U pOOOTOM BaxKHaA IJIS YAAJIE€HHOI paGoTHl U CUIIBHO BIIHSIET
Ha 3((PeKTHBHOCTH cucTeMbl. CyIecTByeT MHEHHE, YTO yIIydIlIeHHe OIIYIIEeHNUs IPUCY TCTBUS
orepaTopa Takxke y/TydllaeT BbIIOIHEHHe 3a7aul. MiMMepcuBHBIE HHTEP(ENCh HCIIOIb3YIOTCS
JUISL YIyYIICHUs! OIbITa YAAJCHHON PaOOThI, MOCKOIBbKY OIIYLIEHNUE MPUCYTCTBHS SBISACTCS
pe3ysbTaToM norpyskeHus. OfHaKo 3aJiepkKa WM BpeMeHHas 3a/lepkKa MOTI'yT CHU3UTh IIPOU3BO-
IUTEJBHOCTh poboTa. BpeMeHHas 3aiepxKa MexXa1y BXOJOM U BU3YaJbHOW OOpPAaTHOM CBSI3BIO
CHJIBHO BJIVsIeT Ha OOMEH NaHHBIMU Me3K Iy paclpe/ie/IeHHBIMH BeTyIIMMU 1 BeOMbIMYI CHCTEMaMU
o cetu. [TockonbKy ynajeHHast BU3yaln3alys BKIIOUaeT B ce0sl nepegady O0JbIIOro KOMmdecTBa
BHIEOJAaHHBIX, IPOOJIEMa 3aKII0YaeTCs] B CHIDKEHIU HECTaOMIBHOCTH CBsI3U. 3aTeM 3(ppexTuBHAS
cHCTeMa JUCTAHIMOHHOIO YNpABJICHUs JO/DKHA MMETh MOAXOAsLuMil paboumit uHTepdeiic,
CIOCOOHBIN BU3yaJIM3UPOBATh YAAJICHHYIO CPeJly, yHIPABIIATh POOOTOM M UMETh OBICTPOE BpeMst
OTKJIMKA. DTa paboTa Npe/ICTaBIsAET CO00ii pa3pabOTKy CHCTEMbI JUCTAHIIMOHHOTO YIIPABJICHUS
CEepBHCHBIM POOOTOM C IMMEPCHUBHBIM OIEPAIIMOHHBIM HHTEP(eicOM CMEIIaHHOM peabHOCTH, TIe
orepaTop MOKET BU3YaJIM3UPOBaTh PEAJIbHYIO YIAJIEHHYIO CPEly WM BUPTYaJIbHYIO TPEXMEPHYIO
cpeny, IpeCTaBIAlNIyIo ee. BupTyanbHas cpeia HalpaBjieHa Ha COKpalleHue 3aJepXKU Ipu
oOMeHe JaHHBIMH 32 CUeT yMeHbIIeHHs oObeMa MH(OpMALWH, OTIPaBIsIeMOi IO ceTu, U
YIIy4IIeHUs B3aUMOAEHCTBHS C Mob30BaTesieM. POGOT MOXKET BBINOMHATH HABUTALIUIO M IIPOCTHIE
3aaul aBTOHOMHO WJIM MEpeKIoYarhcsi B AUCTAHLMOHHO YIpPAaBISAEMBI pexum uisi Oonee
cnoxHbIX 3a1a4. Cucrema Obuta paspadorana ¢ ucnonb3oBanuem ROS, UNITY 3D u coketoB
IUISI JIETKOTO 9KCIIOPTa Ha Pa3JIMIHble IUIAT(POPMBI. DKCIIEPHIMEHTHI IIOKA3bIBAIOT, YTO HAIMYHE
HNMMEPCUBHOTO padodero MHTepdelica MOBHIIAeT YIOOCTBO UCIIONB30BAHUS [UIsl ONlepaTopa.
3azmepxKa IpH HCIOIb30BaHUH BUPTYAJIbHON cpesibl yBeanurnBaeTcs. I1oab30BaTeIbCKuil ONbIT
YITydIIaeTcsl 3a CYeT UCTIONb30BAHMS TEXHUK CMELTaHHOH PeasbHOCTU; TO MOXKET IPUBECTH K
Gosiee MMPOKOMY HCIIOIb30BAHHMIO JUCTAHIIMOHHO YIPABIISIEMbIX CUCTEM CEPBHCHBIX POOOTOB.

KuiroueBble cj10Ba: AUCTAHIMOHHO yIPABIseMblil pOOOT, CEPBUCHBIA POOOT, UMMEPCHBHBIN
pabounii naTepdeiic, nHTepdeiic CMEeNaHHO PpealbHOCTH, Cpelia BUPTYAIbHON PealbHOCTH
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