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Abstract. This paper proposes a special corpus for testing al-
gorithms Topic model SCTM-ru. In the conditions of the prompt
growth of quantity of data, the problem of development of tools and
systems for their automatic processing. To create systems and testing
algorithms should be suitable datasets. Existence of free collections
of documents, text corpora in Russian, is necessary for researches
methods of natural language processing, considering linguistic fea-
tures of language. Designated special housing requirements: must be
distributed under a free license, the number of documents should be
sufficient for the study, must include the text of documents in natural
language should contain demanded algorithms Topic model infor-
mation. The comparative analysis of corpus in Russian and foreign
languages is carried out, discrepancy of characteristics of the existing
corpus with the designated requirements is revealed.

Keywords: text corpora, topic model, natural language process-
ing, Russian language.

INTRODUCTION

Information is becoming the main product and commodity of
the contemporary society. The following areas are in the process
of active development: science, economics, politics, and manu-
facturing; digital data is being generated and accumulated in
many fields. To successfully retrieve and process information
from data, one shall have proper tools, systems and algorithms.
A demand for Natural Language Processing systems is grow-
ing. Natural Language Processing is already used in common
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software and services. For instance, software for reading news
feeds is capable of grouping news by topics, search engines find
documents with information of value for the user and mailing
services filter spam messages automatically. Various algorithms
are used for clustering and classification of text data; most popu-
lar are k-means, SVM, neural networks. An upcoming trend in
automatic processing of texts is development of probabilistic
topic modelling algorithms.

Topic modelling is a method of building of a topic model of a
text documents collection. The topic model sets the ratio between
topics and documents in the corpus of texts. For the first-time
topic modelling was described in the paper by C. Papadimitriou,
P. Raghavan, H. Tamaki, and S. Vempala in 1998 [1]. Thomas
Hoffman in 1999 proposed probabilistic latent semantic indexing
(PLSI) [2]. One of most popular topic models is Latent Dirichlet
Allocation (LDA), this model is the generalization of probabilis-
tic semantic indexing and was developed by David Blei, Andrew
Ng and Michael 1. Jordan in 2002 [3]. Other topic models are
usually an extension to LDA. Fig. 1 is an example of building a
topic model of a document.

Algorithms of topic modelling are oriented at the work with
a natural language text. Initial solutions were based on a sugges-
tion that text is a “bag of words”, i.e. word order in the text is of
no value. Further models have successfully implemented algo-
rithms that consider dependencies between words with the help of
latent Markovian models. The review [4] considers five primary
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Fig. 1. Building a topic model of a document: p(w|t) matrix of sought for conditional distributions of words by topics; p(t/d) matrix of sought for

conditional distributions of topics by documents; d
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classes of probabilistic topic models: basic, taking into account
relations between documents, taking into account relations be-
tween words, temporary, teacher-taught.

Availability of text corpora will make it possible to develop
systems for automatic Natural Language Processing, as well as
topic modelling algorithms. When developing a topic model, one
shall consider language features of texts. A Russian text corpus,
which is distributed through a free license, is necessary for devel-
opment of topic modelling methods operating with the Russian
language.

Corpus linguistics is a complicated linguistic discipline, which
has formed in the last decades based on computer equipment. It
studies the construction of linguistic corpora, methods of data
processing in them and their generation and usage technology
proper. “A corpus is a reference system based on an electronic
collection of texts composed in a certain language” — such defini-
tion of the text corpus is available on the website of the Russian
National Corpus [5]. The study [6] notes the following: “Corpora,
as arule, are designed for repeated use by many users; therefore,
their markup and their linguistic support shall be unified in a
certain manner”. Feasibility of establishment and sense behind
using the corpus depend on the following premises:

1) sufficient (representative) volume of the corpus;

2) data of different type is contained within the corpus in their
natural context form;

3) once developed and prepared, data store may be used re-
peatedly.

First-order corpora are a collection of texts with a common
feature, for instance, source, author, place of publication. A special
text corpus is a balanced corpus, representative, as a rule, small,
identifiable to a certain research task and designed for use mainly
for purposes that are in line with composer’s ideas. Text corpora
or corpus, large collection of documents, dataset, as specified in
the paper [4], are synonymic concepts.

The purpose of this paper is to create a special Russian text
corpus SCTM-ru, suitable for study of algorithms of probabilis-
tic topic modelling. Let us specify requirements to the created
corpus. The corpus shall be distributed through a free license,
the quantity of documents shall be sufficient for research, and it
shall contain the following:

e original text of documents;

e dates of described events;

e authorship information;

e topics.

Let us consider the opportunity of using existing text corpora
for purposes of testing topic modelling algorithms.

REVIEW OF TEXT CORPORA
AND DATASETS

The Russian National Corpus (RNC) [5] contains more than
335 K documents in Russian, which divided into sub corpora.
It includes 180 K texts of the Newspaper Corpus. A license
agreement shall be signed to use the offline version of the main
corpus (1 M tokens).

The OpenCorpora [7, 8] contains around 3 K documents in
Russian, 93 K marked sentences, 10 data sources, some docu-
ments contain information about the author and date of described
events. Linguistic information, such as morphological, semantic
and syntactic, is assigned to text parts. The corpus is not suitable
for objectives of building temporal and author-based models,

since not all documents of the corpus contain information about
the author and the date of the events.

The Associated Press [9] corpus contains 2 K documents in
English. Corpus documents are not labelled with a date of a de-
scribed event, publication author, and document category. The
corpus is applicable to research a limited quantity of topic model-
ling algorithms.

The New York Times Annotated Corpus [10] is a large English
text corpus of newspaper articles and news distributed through
a closed license.

20 Newsgroups [11] is a collection of news in English,
prepared to research algorithms of automatic text processing.
20 Newsgroups contains around 20 K documents. Data about
authors and date of publication that is important for building topic
models is not marked up. Preliminary processing of news text is
required for use in topic modelling.

Reuters Corpora [12] is a large English news corpus. Three
datasets contain more than 3 M news. It is distributed through a
limited license only for scientific research and is provided only
upon signature of the license agreement. There is an earlier ver-
sion of the corpus named Reuters-21578 [13], which is popular
for testing algorithms of automatic text processing and is distrib-
uted through a limited license, being available for offline analysis.

The computer corpus of texts from Russian newspapers of
the end of the 20th century [14, 15] was established in 1999; it is
currently developed and researched using grants of the Russian
Foundation for Basic Research. The corpus is designed to analy-
ses linguistic features (vocabulary, morphology, syntax, phrase-
ology, stylistics) of the contemporary newspaper language. The
corpus contains 23 K texts of full issues of 13 different Russian
newspapers in Russian. The corpus includes 11 M tokens.

The corpus of the Russian literary language [16, 17] is rep-
resented in the form of an array of morphologically annotated
texts in the Russian literary language. The corpus includes more
than 1 M tokens with a balanced genre composition.

The Helsinki Annotated Corpus of Russian texts HANCO
[18] — the corpus contains morphological, syntactic and func-
tional information about texts with total volume of 100 K texts
retrieved from the magazine “Itogi”. Rights to full texts of maga-
zine articles belong to owners.

Table represents comparison of algorithms of topic modelling
of corpus characteristics that are important for research: corpus
language, distribution license, availability for download and re-
search on computers with no access to Internet, data on author,
data on date of described events, text topic. Considered text cor-
pora do not fully meet the requirements specified in this paper.
The developed special corpus for topic modelling SCTM-ru is
distributed through a free license, the language of the corpus is
Russian, it contains data on authorship, the date of the events,
topic affiliation of documents, is available for download and
research on computers with no access to Internet.

TecaNnoLoGy oF SCTM-RruU
CORPUS DEVELOPMENT

The technological process of corpus development includes
the following steps:

1) source detection;

2) preliminary processing of document texts;

3) markup of parameters of each document in the corpus;

4) provision of access to the corpus.
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Table. Comparative table of text corpus characteristics

Open Available Data on| Data .
Corpus | Language| .. for Topics
license author [on date
download
RNC Russian +
Open Russian + + + +
Corpus
Associated .
+ +

Pross English
The New
York Times .

+ + +
Annotated English
Corpus
20 News English + +
groups
Reuters .

+ + +
Corpora English
Russian
Literary Russian
Language
Corpus
HANCO Russian
SCTM ru Russian + + + + +

In accordance with the indicated requirement to availability
of corpus data, texts used as content shall be distributed through
a free license, available for download and free use.

As result of preliminary processing of texts and markup of
parameters of each document, the corpus shall store and mark
up in a certain way the information necessary to construct topic

models. Information that was unclaimed in topic modelling shall
be excluded from the corpus, as useless.

Various objectives of topic modelling may require a certain
procedure of data arrival into the topic modelling system, from
successive for temporal models, to one-off for regular topic mod-
els. Therefore, to provide access to the corpus, it is sufficient to
provide an opportunity for its download and subsequent use in
accordance with specific objectives of the researcher.

SOURCE OF DATA FOR SCTM-RU CORPUS

We suggest using the international news website “Russian
Wikinews” (Wikinews) as a data source, where texts of articles
are distributed through a free license of Creative Commons At-
tribution 2.5 Generic, are available for download and analysis on
any computers, including computers with no access to Internet.
Papers [19, 20] specify advantages of wiki-resources, such as
Wikidictionary and Wikipedia, for use as a source of data for
research purposes. Wiki-resources are websites of the second
generation of Internet characterized by the fact that many ordi-
nary users were involved to develop their content, and those us-
ers help to expand them and update information. Large volume,
continuous expansion, neutrality of opinions, and availability
are among the advantages of all wiki-resources, including Wiki-
news.

Wikinews is a brother project of large Wikipedia designed to
write news articles. The example of a Wikinews article is shown in
fig. 2. A signature feature of the Wikinews website compared to
any other news website is the fact that any person may take part in
creating a piece of news. Rules of Wikinews require writing news
from a neutral point of view, in unbiased form, selecting material
and relevant topics, using valid sources.

r-‘@‘%\ Article | Collaboration | Opinions
WIKINEWS

Main page

Wikinews is written by people like you.
Find a current topic you'd like to see Wikinews cover, create an account and write an
article on it!

Russian Wikipedia reaches a quarter million articles

Creale account Eog in

Read View source | View history |Search Q

[dismiss]

Mewsroom

8 _—
Recent changes {"I This zrticle
Random article

Archives Tuesday, March 18, 2008

Free use media upload

one of its projects, or people relsted to it. Wikinews is s project of the Wikimedia Foundation

Wikinews

Help

Write an article
Water cooler
Style guide
Live chat
Donate
Contact us

Regions

Africa

Asia

Central America
Europe

Middle East
MNaorth America
Oceania

South America

In otherlanguages  £¥

The Russian Language edition of Wikipedia reached the milestone of 250,000 articles on
Monday, March 17. The collective of editors on the project issued a press release on
that, according to which the jubilee article was determined to be “TeHaepHan
NUHrBMCTURE" (Gender linguistics) created by ru-wiki user Koryakov Yuri.

In the extent of 7 years of its life. the Russian Wikipedia has become the largest Russian
=L Language encyclopedia of all time, as well as the largest in the Runet (Russian-spoken

BMK]{HEJ:[MH Internet). The closest printed rival is the Terra (“Teppa”) encyclopedia published in 2006

Coofiodnas SHIUKAONENS  which features 160 000 articles in 62 volumes. It is followed by 1906 Brockhaus and

Efron Encyclopedic Dictionary which has 121 240 ariicles in 31 volumes.
Image: Kalan, Mohat,

VWikimedia Foundation. Russian Wikipedians estimate that around 30 thousand people participated in one or

another way in the ru-wiki so far. Russian Wikipedia is now a major source of information

for Russian-speaking people: a poll indicated it recently to be 12th most visited site within
the Runet, another poll of about 1000 people found out 32% of them were considering Wikipedia a crucial
informational tool. During last February (2008) there were over 4.8 million hits to ru-wiki's main page registered
(about 163 thousand per day).

Russian language Wikipedia is the 11th in quaniity amongst other language ones, 13th in the number of
participants and the 5th in "depih” parameier in 100 000+ category, says the press release.

Fig. 2. Article ,,50,000 Articles in Russian Wikipedia“ on website of Russian Wikinews
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XML-file of Wikinews data base export includes the follow-
ing XML-elements:

+ <page> — group of news article elements;

+ <title> — article title;

— <ns> — identifier or name of a namespace, the element is in-
tended to separate primary articles from internal ones, zero cor-
responds to the primary namespace;

+ <id> — unique article ID;

+ <revision> — group of elements of the relevant article ver-
sion;

— <id> — primary revision key used to monitor article changes;

— <parented> — parent article ID;

— <timestamp> — date and time of article revision creation;

+ <contributor> — group of article authorship elements;

— <username> — article author name;

+ <id> — unique article author ID;

+ <text> — article text with elements of wiki-markup;

— <shal> — article hash code produced by Secure Hash Al-
gorithm SHA-1, used to monitor versions;

— <model> — model of article content, in this case wikitext;

— <format> — format of article data, in this case text/x-wiki.

For topic modelling objectives the information, which is con-
tained in elements marked with (+), is necessary. Elements that
contain information, which is not used in topic modelling algo-
rithms are marked with (-). Example of a part of XML-tree of
Wikinews data base export file is shown in fig. 3.

PRELIMINARY PROCESSING OF WIKINEWS DATA

In the export file of Wikinews the articles are sorted accord-
ing to the revision creation date <timestamp>, this date is not
related to the date of the described events. Authors are recom-
mended to specify the date of the events in the article text, using
wiki-markup. The example of wiki-markup of the date {{: Date
| December 24, 2005} } is shown in fig. 4 inside the element

<text>. Some articles in the export file of Wikinews does not
contain the date of the events in the wiki-markup, but at the
same time it is specified in the text or in the category. To save
maximum information required for topic modelling algorithms,
the date of the events was, where possible, restored from the text
and categories. In 455 articles it was not possible to restore the
date of the events, these articles are selections of news that oc-
curred on the same day, in different years, and present no value
for constructing topic models, and they were excluded from the
corpus. Documents of the SCTM-ru corpus are sorted by the date
of the events, from old to new ones.

The export file of the Wikinews database contains informa-
tion about the author of the last article revision. We use such in-
formation as authorship ID for constructing author-topic models.
Since 58 pieces of Wikinews do not contain the author data, and
articles are valuable, the technical decision was made to assign a
unique author ID — 2 — to these articles and include the latter into
the SCTM-ru corpus.

The text of the Wikinews article contains references that
are arranged in a certain way. References are divided into three
groups: internal — a tool to relate pages inside the language sec-
tion of Wikipedia, interlingual links (interwiki) — means to orga-
nize connections between various wiki-systems in Internet and
references to pages of brotherly wiki-projects (for instance, to
Wikipedia). The article text enclosed within double square brack-
ets is an internal reference. If the case of the referring word or
token does not match with the nominative case, there is a line
within double square brackets, to the left of which there is the
nominative case of the reference text, and to the right — the text
that corresponds to the sentence grammar. Topic modelling al-
gorithms consider the number of each word lemma entries into
the text, in internal references each word has two entries in
different wordforms and will be taken into account twice in
the topic model, thus having perverted frequency characteris-
tics of the model. Documents of the SCTM-ru corpus contain

<?xml version="1.8" encoding="utf-8"2>
<page>

<ns»B</ns»<id>1823408</1d>

linguistics) created by
== 5Sources ==

[[Category:Russia]]
[[Category:Internet]]
[[Category:Wikipedia]]
[[Category:Wikimedia Foundation]]

</revision:
</page>

<titler»Russian Wikipedia reaches a quarter million articles</title>

<revision»<id>625827</id><parentid»>625026</parentid><timestamp>26888-04-26T18:47:46Z</timestamp>
<contributor»<username>Cirt</username»<id>17538</id»</contributors
<comment>{{archived}}</comment><model>wikitext</model><format>text/x-wiki</Tormat>
<text xml:space="preserve"»{{WikimediaMention}}{{date|March 18, 2808}}

The [[w:Russian Wikipedia|Russian Language edition]] of [[Wikipedia]] reached the milestone
of 258,88@ articles on Monday, March 17. The collective of editors on the project issued a
[[w:ru:Buxunegus:Mpecc-penns/ 258K |press release]] on that, sccording to which the jubilee
article waes determined to be "[[w:ru:leHpepHas nWHrBMCTWKE | Fengepran auHreucTuka]]” (Gender
"'ru-wiki'' [[wiru:User:Koryakov Yuri|user Koryakov Yuri]].

[[es:La Wikipedia en ruso llega al cuarto de milldn de articulos]]
[[ru:Pycckaa BukvnenuwA Habpana Y4ETEEpTh MUNAMOHE CTaTed]]</texts
<shal>B8kcIgdebyos4juese@goslhmtoz4iuxs/shal>

Fig. 3. Example of XML article ,,50,000 Articles in Russian Wikipedia“ on website of Russian Wikinews

Humennekmyanvhovle mexnonozuu na mpancnopme. 2018. Ne 1 14



Intellectual Technologies on Transport. 2018. No 1

<?xml version="1.8" encoding:"utf—S"?ﬂ
<page>

<id»102348</id>
<userid»17538</userid>

<category>Wikipedia</category>
<category>Russia</category>
<category>Internet</category>
<data>18 March 2008</data>
<text>

</text>
</page>»

<title>Russian Wikipedia reaches a guarter million articles</title>

<category>Wikimedia Foundation</category>

The Russian Wikipedia of Wikipedia reached the milestone of 250,800 articles on
Monday, March 17. The collective of editors on the project issued a press release
on that, according to which the jubilee article was determined to be “TeHgepHas
nuHrencTuka™ (Gender linguistics) created by

"ru-wiki'' user Koryakov Yuri.

Fig. 4. Example of XML document ,,50,000 Articles in Russian Wikipedia® in SCTM ru corpus

only that part of the reference that corresponds to the sentence
grammar.

News shall be accompanied with references to a documentary
source. They are usually divided into four types: other articles of
Wikinews, external links to online-sources, citations of printed
media and websites with reference or related information. For the
section of the article “Sources” they use wiki-markup == Sources
== (see example in fig. 4). For purposes of topic modelling, links
to sources are of no big value, therefore the decision was made
to exclude them from the SCTM-ru corpus.

The important element of Wikinews markup and important
data for constructing topic models is information on categories,
to which the article is related. Categories of the article are de-
fined by its author.

Software was developed in C# language, the development
environment is Visual Studio Express 2013, for preliminary pro-
cessing of texts. Regular expressions were used to search within
the export file of Wikinews. The software is multi-modular, each
module performs one certain operation. The software receives
the initial XML-file as an input, specially prepared regular ex-
pressions sequentially search through the file looking for a match
by the template, and an XML-file is created with changes made
within one iteration at the output. To preserve integrity of initial
data, each search through the initial XML-file makes only a few
changes that are thoroughly checked by the system administra-
tor, afterwards the software is started with another processing
module.

Multi-modular software was developed to calculate statistics
of the SCTM-ru corpus. The document count module analyses
the XML-tree of the corpus, retrieves unique IDs for each docu-
ment and counts their total. The author count module retrieves a
list of unique IDs of Wikinews article authors and counts their to-
tal. The category count module retrieves unique categories from
the XML-tree of the corpus and counts their total. The module
for processing of the dates of the events described in articles
analyses the XML-tree of the corpus, retrieves information on
the date of the event of each document, counts unique values,
finds the earliest and latest dates of the document.

To count vocabulary of the SCTM-ru corpus, a module was
developed using regular expressions and MyStem software. The
module takes the text from specified elements of the XML-tree

(title, text), regular expressions from the text retrieve all sequenc-
es of Russian alphabet letters. In the process of word count the
sequence of Russian alphabet letters separated from other letters
with something other than letters (punctuation marks, blanks) is
a word. MyStem software was used to determine the word lem-
mas. MyStem software performs morphological analysis of the
text in Russian. Hypotheses are generated for the words that are
absent in the dictionary [21].

SCTM-RU CORPUS MARKUP

As SCTM-ru corpus storage format, XML (eXtensible Mark-
up Language) was chosen, as one of most convenient formats
for use in software environment and conversion of data into
other formats. XML features make it possible to save the text of
the initial Wikinews article and highlight additional parameters
of the document.

XML-file of the corpus (SCTM-ru) consists of the following
elements:

» <page> — group of document elements;

* <title> — document title;

* <id> — unique document ID;

* <userid> — unique author ID;

* <category> — document category;

e <date> — date of document events;

» <text> — document text;

Example of one document markup in SCTM-ru corpus is
shown in fig. 4.

The document title (title) is separated from the document text,
since title words may be given higher priority in construction of
a topic model.

The unique article author ID (userid) is a parameter neces-
sary in author-topic models. The Author-Topic over Time model
[22] is an extension to LDA, where distribution of authors, topics
and documents in time is evaluated in process of model con-
struction.

Document categories (category) are categories specified by
the article author. For instance, in fig. 4 in the article ,,50,000 Ar-
ticles in Russian Wikipedia“ the ,,Russian Wikipedia“ category is
specified. Information on the category is important for topic
modelling, therefore saved in the SCTM-ru corpus, see fig. 4.
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Auvailability of information on documents belonging to categories
will make it possible to automatically check accuracy, complete-
ness, exactness of tested topic modelling algorithms. Information
on the document categories may be used in Labeled LDA models
described in [23].

The date of the events described in the article (date) is used to
build temporal topic models. Example of the model using the date
under the title ,,Topic over Time — TOT* is shown in the paper
[24]. When a temporal model is constructed, apart from standard
distributions of words among topics and topics by documents, one
shall assess distribution of each topic over time, which makes it
possible to track and display dynamics of topics variation over
time.

The document text (text) corresponds to the initial article text.
We purposefully leave the initial text without any change, with-
out its conversion into a model of a ,,bag of words®, and without
linguistic processing, to make it possible to study unique features
of the Russian language. Information on the sequence of words in
the document text is used in the models that consider mutual oc-
currence of words. For instance, the model titled Hidden Topic
Markov’s Model — HTMM described in the paper [25] is based
on suggestions that words in the sentence structure, as well as
sentences themselves are related to one common topic, and the
topics of words in the document produce a Markov's chain. As a
result of work the HTMM reduces ambiguity of words, widens
topic understanding.

CONCLUSION

As aresult of the work done, a special Russian corpus of texts
was prepared (SCTM-ru), which is suitable to test various algo-
rithms of probabilistic topic modelling. The objectives set for the
work were achieved: SCTM-ru corpus contains original texts of
documents in Russian, information on date of events described in
the document, information about author and categories, to which
the document is related, is available for download and use on
devices with no access to Internet.

The source of corpus data is the international news website
“Russian Wikinews”. The SCTM-ru corpus contains 7 K docu-
ments, 185 authors, almost 12 K unique categories. Events de-
scribed in the documents are distributed among more than 2 K
unique dates, from November 2005 to June 2014. The SCTM-ru
corpus contains 2.4 M tokens that consist of Russian letters only.
The corpus vocabulary includes 150.6 K unique wordforms,
59 K unique lemmas.

The volume of the developed corpus gives ground to sug-
gest its representativeness for various tasks of automatic process-
ing of natural language texts. As noted in the paper [26], “It is
not reasonable to wait until someone balances the corpus sci-
entifically before using it, and it would not be prudent to assess
results of corpus analysis as “not well-founded” or “irrelevant”
just because one cannot prove that the used corpus is “balanced”.
Variety of events described in the SCTM-ru corpus and large team
of article authors (21 K members) justify the suggestion on its
balance. One may be convinced of corpus balance after analysis
of internal features and construction of topic models.

The suggested technology of text corpus development for
objectives of topic modelling makes it possible to expand the
SCTM-ru corpus due to new articles. Similarly, language cor-
pora may be established in any language from 33 languages pre-

sented in Wikinews. Within the proposed format collections and
corpora may be created from various sources of data, at the same
time only information required for topic modelling algorithms
shall be kept.

Then on the basis of the developed corpus the features of
existing variations of topic modelling algorithms will be studied,
new algorithms will be developed, which take into account lin-
guistic features of the Russian language. The SCTM-ru corpus is
distributed through an open license and is available for download
at <www.cims.ru>.
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Kopnyc TeKCTOB PyCCKOro si3bIKa
JIJISl TECTUPOBAHMSA AJITOPUTMOB
TEMATHYECKOr0 MOJACJIUPOBAHUSA

Kapnosuu C. H.
AO «Onumm»
Mocksa, Poccns
cims@yandex.ru

Annomanus. IpenioxeH cnenuaabHblil kopmyc TekeroB SCTM-
r'u J1sl TeCTHPOBAHMSI AJITOPUTMOB TeMATHYECKOI0 MOJeJTHPOBAHMSI.
B yc10BHSIX CTPEMHUTEILHOTO POCTA KOJUYECTBA HHGOPMALHOHHBIX
JAHHBIX OCTPO NPOSIBJsIeTcs MPodiieMa pa3padoTKH HHCTPYMEHTOB
M CHCTEM JIJIsl HX ABTOMATHYeCKoii 00padoTku. 115l co30aHusl cHCTeM
M TeCTHPOBAHHS AJITOPUTMOB JA0/IKHBI CylIecTBOBATh MOAX0AsIHe
Ha0opbI JaHHBbIX. Heo0Xxonnmo Haim4Me cBOGOAHBIX KOJIEKIU 10-
KYMEHTOB, TEKCTOBBIX KOPILYCOB Ha PYCCKOM fI3bIKe /Il HCCJIe0Ba-
HHI{ METO/I0B ABTOMATHY€CKOH 00Pa00TKH TEKCTOB HA €CTECTBEHHOM
sI3bIKe € y4eTOM JJMHIBUCTHYECKHX 0coDeHHOCTeii si3bika. O003Haye-
HbI TPeOOBAHMSI K CIIEHUAJIBHOMY KOPIIYCY: OH J10JIKEeH PaclpocTpa-
HATbCS 110 CBOOOHON JIMIIEH3HHU, KOJUYECTBO J0KYMEHTOB J10/KHO
OBITH 1I0CTATOYHBIM /ISl HCCJII0BAHHS, I0JI’KEH COAEPKATh TEKCThI
JOKYMEHTOB HA eCTeCTBEHHOM sI3bIKe, a TAKiKe BOCTPe0OBAHHYIO
B aJIrOpPUTMAaX TeMaTHYeCKOro MOAeJHMPOBAHHSA HHPOPMALMIO.
IIpoBenen cpaBHUTETBHBII AHAIN3 KOPIYCOB HA PYCCKOM M HHO-
CTPAHHBIX A3BIKAX, BBHISIBJEHO HECOOTBETCTBHE XapPAKTEPUCTHK
CYIIeCTBYIOIHMX KOPIYCOB 0003HAYeHHbIM TPeOOBAHUSIM.

Knroueevie c106a: TeKCTOBBII KOPILYC, TEMAaTHYeCKAsi MOJIeJIb,
00paGoTKa eCTECTBEHHOTO 3bIKA, PYCCKHUIi A3BIK.
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