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Abstract. Software quality is the main criterion for increasing
user demand for software. Therefore, software companies seek to
ensure software quality by predicting software defects in the soft-
ware testing phase. Having an intelligent system capable of pre-
dicting software defects helps greatly in reducing time and effort
consumption. Despite the great trend to develop software defect
prediction systems based on Machine Learning techniques in last
few years, the accuracy of these systems is still a major challenge.

Therefore, in this study, a software defect prediction system
based on three stages is presented to improve the prediction accu-
racy. First stage, data pre-processing is performed, which includes
(data cleaning, data balance, data normalization, and feature se-
lection). Second stage the hyperparameters of ML are tuned using
Grid Search technique. Finally, a well-tuned ML technique is im-
plemented to predict software defects.

Performance experiments were carried out on the JM1 dataset
where the proposed system achieved promising results in predict-
ing software defects. Among ML techniques used, a well-tuned RF
technique outperformed the rest of the used ML techniques, in ad-
dition to the techniques mentioned in previous works, with an ac-
curacy of 88,26 %. This study proves that the selection of im-
portant features and efficient hyperparameter tuning of ML tech-
niques significantly improve the accuracy of software defect pre-
diction.

Keywords: machine learning, Random Forest, software defects,
feature selection, prediction.

INTRODUCTION

The world is witnessing a great development in computer
technology, smart phones, and the Internet of Things. This de-
velopment leads to the development of software and an increase
in demand for it because software is a means of connecting hu-
mans and electronic devices. Today people live in the age of
software where there are millions of programs developed daily
[1, 2]. The most important phase of Software Development Life
Cycle (SDLC) is the testing phase in which future software de-
fects are checked before exporting the software for use [3]. A
software defect is a software error that leads to incorrect results
that may be caused by errors in the source code. The occurrence
of software defects in software in the future negatively affects
the quality and reliability of the software [4]. Also, the process
of repairing them is costly and may withdraw all versions from
the market, and thus cause costly losses for the company pro-
ducing the program. These flaws may also cause serious secu-
rity holes that hackers can exploit as a way to exploit your re-
quest and sometimes steal important information or money [5].

The biggest challenge for software companies and program-
mers is to predict future software defects in real-life scenarios
[6]. Therefore, early prediction of software defects is seen as
the most important research field since the beginning of the
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software era [4]. To ensure software quality many quality at-
tributes and metrics have been developed with many quality as-
surance techniques, but still the important question of how to
ensure that software will possess good quality is an open issue.
Finding out which units are prone to failure is closely related to
the quality of the program. Defects prediction involves early
detection of those dangerous modules of the program that are
prone to errors and impair quality [7]. Detecting defective mod-
ules at the early stage is vital as the cost of rectification in-
creases in later stages of the development life cycle. Software
metrics extracted from historical software data are used to pre-
dict defective units [8, 9]. Therefore, defective modules must
be detected and removed 100% to ensure high quality software.

In recent years, Artificial Intelligence (Al) methods have
shown a great ability to predict hidden patterns in huge data.
There have been many studies that dealt with the use of Ma-
chine Learning (ML) and Deep Learning (DL) techniques in
predicting software defects in the software testing phase. Many
ML and DL techniques such as (Logistic Regression (LR) tech-
nique, Decision Tree (DT) technique, Support Vector Machine
(SVM) technique, Random Forest (RF) technique, K-Nearest
Neighbor (KNN) technique, Multi-Layer Perceptron (MLP)
technique, Artificial Neural Network (ANN), and Convolu-
tional Neural Network (CNN)) were built to predict software
defects [10]. Although there are many studies dealing with the
use of Al methods to predict software defects, there are several
shortcomings. One of the most important shortcomings is the
accuracy of these methods. Until now, the accuracy of predict-
ing software defects using ML and DL techniques is still a great
challenge [7, 11-13]. In addition to identifying the features that
affect the process of predicting software defects. Efficient se-
lection of important features greatly influences the prediction of
software defects with high accuracy [7].

Therefore, this study aims to build a particular system to
predict software defects effectively. The proposed system con-
sists of three stages: In the first stage, data pre-processing is im-
plemented, which includes filling in missing values, balancing
data categories, data normalization, and selection of important
features affecting the prediction process. In the second stage,
Grid search technique is applied to effectively adjust the hy-
perparameters of ML techniques to improve their performance.
Finally, six different ML techniques (RF, DT, SVM, LR, KNN,
and MLP) are built for predicting software defects. Perfor-
mance experiments for this study were performed on the IM1
dataset which is one of 12 online open-source software defect
datasets provided by the NASA Software Engineering Reposi-
tory [14]. The performance of the proposed system was evalu-
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ated using common ML evaluation metrics (Accuracy, Preci-
sion, Sensitivity, Specificity, F Score). In addition to calculat-
ing the confusion matrix that shows actual and predictor values.

The rest of the article is organized as follows: In the second
section, related work is summarized. In the third section, the
general approach of the proposed system is summarized, which
includes all steps of data pre-processing and hyperparameter
tuning, in addition to mentioning ML techniques used briefly.
In the fourth section, evaluation matrices are mentioned to eval-
uate the performance of ML techniques used in this work. In the
fifth section, the results are mentioned and discussed, in addi-
tion to comparing them with the results of related work. Finally,
the conclusion and future work summarizes the contributions of
the work and outlines future work in Section sixth.

RELATED WORKS

Recent years have seen a significant increase in the use of
Al methods in predicting software defects. Various ML and DL
techniques have been used to explore hidden patterns in the
software's source code. Early software defects prediction helps
to ensure software quality. In this section, several studies using
ML and DL techniques for software defect prediction are sum-
marized.

P. D. Singh and A. Chug [15] analyzed 7 datasets from
NASA Promise dataset repository using DT, Naive Bayes (NB),
Linear classifier (LC), ANN and Particle Swarm Optimization
(PSO) for predicting software defects. 10-fold cross validation
was used to evaluate the techniques used. The LC technique
achieved a better performance than the rest of the techniques
used when it was used on each of the datasets (JM1, KC2, PC1,
and AT). While the DT technique outperformed the rest of the
techniques with two data sets (CM1 and KC1).

A. Igbal, et al. [7] introduced a comprehensive study of a
variety of ML techniques to predict software defects so that re-
searchers can later use this study as a basic plan in their future
research. NB, MLP, Radial Basis Function (RBF), SVM, KNN,
kStar (K*), One Rule (OneR), PART, DT, RF, and ensemble
methods were applied to 12 datasets from NASA with and with-
out using feature selection techniques. The performance of the
techniques used was evaluated using the commonly used per-
formance metrics Accuracy, Precision, Recall, F Score, MCC,
and ROC. The results of this study show that the prediction ac-
curacy of the used techniques is still not good enough, in addi-
tion to that the used datasets suffer from a large variation in the
size of the categories.

A. Igbal and S. Aftab [13] tried to solve the data imbalance
using oversampling technique. In addition to suggesting use
feature selection techniques and Multi-Layer Perceptron (MLP)
technique for software defect prediction. Performance experi-
ments were conducted on 12 datasets provided by NASA and
in two different directions: with and without the over-sampling
technique. In addition, the performance of the proposed system
was compared with a set of common ML classifiers using com-
mon performance measures, as it was noted that the proposed
system with the over-sampling technique performs well com-
pared to other ML classifiers.

B. Khan, et al. [11] compared the performance of seven ML
techniques (MLP, SVM, J48, RBF, RF, Hidden Markov Model
(HMM), Dependency Decision Tree (CDT), KNN, Average
Dependency Estimator (A1DE), and NB) based on seven dif-

ferent datasets provided by NASA. Performance of ML tech-
niques was evaluated using various measures such as MAE,
RAE, and RMSE. and RRSE, recall, and accuracy. The perfor-
mance of ML techniques is evaluated using different measures
(Accuracy, Recall, Relative Absolute Error (RAE), Root Mean
Squared Error (RMSE), Root Relative Squared Error (RRSE),
and Mean Absolute Error (MAE)). Among the seven used ML
techniques RF technique has the highest accuracy rate of
88.32%. The outputs of this research can be used as a reference
point for new research.

R. Vats and A. Kumar [16] explored several supervised and
unsupervised ML techniques to determine the best method for
predicting software defects. Performance experiments were
conducted on 9 datasets from NASA, where experiments
showed that supervised ML techniques are more suitable than
unsupervised ML techniques for predicting software defects.

R. Shrimankar, et al. [17] proposed to use ensemble meth-
ods (XGBoost, AdaBoost, and Gradient Boost) as well as base
ML methods (LR, MLP, NB, SVM, RF, DT, and KNN) to ana-
lyze the efficiency of ML techniques in software defect predic-
tion. Performance experiments have been conducted on 12 da-
tasets provided by NASA, where XGBoost method slightly out-
performed other used methods on some of used datasets.

Previous work indicates that achieving high accuracy in pre-
dicting defects is still a major challenge, especially when using
the JM1 dataset as shown in table 1. Also, there is no specific
ML technique that significantly outperforms other techniques
in predicting software defects, as well as the importance of
identifying a feature selection technique that is appropriate with
the used ML technique. In addition, most of the datasets with
software defects suffer from a large disparity between catego-
ries.

METHODOLOGY

The proposed general framework includes the following
stages: In the first stage, data pre-processing is well imple-
mented, which includes cleaning the data by making sure that
the data is free of any inconsistencies, balancing classes within
the data set, normalizing the data, and determining the im-
portance of each feature using DT technique as a feature selec-
tion technique. In the second stage, using the Grid search tech-
nique to effectively adjust the hyper-parameters of the ML tech-
nique used to improve its performance. In the third stage, apply
six different ML techniques (RF, DT, SVM, LR, KNN, and
MLP) to predict software defects. Finally, the use of common
performance metrics (Accuracy, Precision, Sensitivity, Speci-
ficity, F Score, ROC curve, and Confusion matrix) to evaluate
the ML technologies used as shown in Figure 1.
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Fig. 1. The Proposed General Framework
for Software Defect Prediction
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Table 1
Summary of Related Work
Study Year Dataset FS. Data Bal- ML techniques JM1 ac., %
Techniques ance
P. D. Singh CM1, JM1, KC1, KC2,
and A. Chug [15] 2017 PCL, AT, KC1 LC No No DT, NB LC, ANN, PSO 80,64
CM1, JM1, KC1, KC3, "
A. Igbal, et al. [7] 2019 MC1, MC2, MW1, PCl1, Yes No NB,OI\I/{;{P, Il}fii,sgl,}/[’;;ygi:K ’ 80,61
PC2, PC3, PC4, PC5 ’ S
A Tabal CM1, IM1, KC1, KC3, NB, MLP, RBF, SVM, KNN, K*,
and S A%tab [13] 2020 | MCI, MC2, MW1, PCI, Yes Yes | OneR, PART, DT, RF, MLP-FS, 80,44
’ PC2, PC3, PC4, PC5 and MLP-FS-ROS
CM1, IM1, KC3, MCl, MLP, SVM, J48, RBF, RF,
B. Khan etal. [11] 2021 MC2, PC1, PC2, PC3 No No HMM, CDT, KNN, A1DE, NB 82,02
R. Vats 2021 CM1, IM1, KC3, MC1, No No Bagging, AdaBoost, RF, K-Mean, 28,00
and A. Kumar [16] MC2, PC1, PC2, PC3, PC4 and K-harmonic Mean (KHM) ’
CM1, IM1, KC1, KC3, XGBoost, AdaBoost, Gradient
R. Shrimankar, et al. [17] | 2022 MCI1, MC2, MW1, PCI, No No Boost, LR, MLP, NB, SVM, RF, 80,00
PC2, PC3, PC4, PC5 DT, KNN
JM1 DATASET 15 10Blank numeric count of blank lines
There are 12 online open-source software. defe.ct dataset.s [ lines of comments + line
provided by the NASA promise software engineering reposi- 16 | 10CodeAndComment | numeric count of code
tory. In this study performance experiments were performed on 17 uniq_Op numeric operators
one of the toughest datasets provided by NASA known as JM1 - :
[18]. The JM1 dataset consists of 10 885 samples and 21 fea- 18 uniq_Opnd Qumerie operands
tures in addition to the target category (Defect or Not Defect). 19 total_Op numeric operators
The JM1 dataset was developed using the C programming lan- operands 0,875 branch-
guage and is a real-time predictive terrestrial system that uses 20 total Opnd numeric Count: numeric %
mimicries to generate predictions. Table 2 describes the details of the flow graph
of the JM1 dataset. 21 branchCount numeric the flow graph
Table 2 2 defects {false, truc} has/has not one or more
.. > reported defects
Description of IM1 dataset features
. DATA PRE-PROCESSING
No. Feature Type Description The performance of ML techniques depends mainly on the
1 loc numeric Halstead line count of quality of the data provided to it. Therefore, data pre-processing
code is an essential and important stage in ML and data mining pro-
2 v(g) numeric Halstead’s cesses to ensure data quality. Oftentimes, real world data has
“CYCIOmatllc Co(ri?plexny” many issues such as data inconsistency, noise, may contain
3 ev(g) numeric Halstead’s missing values, or may not be suitable for ML techniques [19].
«essential complexity» . . . .
5 If ML techniques are applied directly to this raw data, the per-
4 iv(g) numeric Halstead s f f the model will b ively affected, and i
v(g u «design complexity» ormance of the model will be negatively affected, and it may
Halstead’s be learned incorrectly [20]. Therefore, data pre-processing is
5 n numeric total operators + oper- carried out to prepare the data well by cleaning the data and
ands filling in the missing values, as well as transforming the data to
6 v numeric «volumey a form appropriate with the used ML techniques [21]. Data pre-
| ; ; — processing in this work includes four stages: data cleaning, data
7 numeric | unique «program lengthy balancing, data normalization, and feature selection.
8 d numeric unique «difficulty»
- : — DATA CLEANING
9 ! numeric total «intelligence» The first stage of data pre-processing is the data cleaning
10 numeric total «efforty process in which the data is addressed from noise, inconsistent
- data, redundant data, and missing values [19]. The JM1 dataset
11 b numeric module . . .
contains some missing values for some features (uniq Op,
12 t numeric time estimator uniq_Opnd, total Op, total Opnd, BranchCount) which are ad-
13 10Code nAumeric line count dressed by filling them by calculating the mean value of the col-
. . umn to which the missing value belongs.
14 10Comment numeric |count of lines of comments
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DATA BALANCING

The JM1 dataset contains 10 885 samples, of which 8 779
are of the non-defect category and 2 106 are of the defect cate-
gory, which indicates a significant deviation between the two
data categories. To address the problem of categories imbalance
in the JM1 dataset, The Synthetic Minority Over-Sampling
Technique (SMOTE), a technique used to increase small cate-
gory size [22], was used. The size of the small category was
increased by generating additional samples using the SMOTE
technique to be both categories equal in size.

DATA NORMALIZATION

The dataset usually contains a discrepancy in the range of
numeric data between the different columns. When some col-
umns have a very high range, while others may have a very low
range, this can negatively affect the performance of the ML
technique [23]. Therefore, data normalization is used to normal-
ize the data to be between a uniform range while maintaining
the differences in the ranges of values and not losing infor-
mation [24]. In this work, the Min-max Scaler method has been
applied to numeric features to convert them to range between 0
and 1 by following the equation next [25]. The scale of data for
a few features may be essentially distinctive from those of oth-
ers, which may hurt the execution of our models. It is particu-
larly the case with algorithms that depend on a degree of sepa-
ration, such as Neural Networks and KNN. It is additionally ac-
commodating for optimizing machine learning processes like
gradient descent and empowers convergence to happen faster,
and it can offer assistance to improve the execution and speed
of the execution of algorithms. Since the data is as of now
scaled-down, complex calculations basically required to opti-
mize algorithms are quicker. in expansion to that, it can moreo-
ver be accommodating when comparing diverse datasets or
models in terms of their performances [22].

_ (X—min (X))
~ (max(X) — min(X))’

where D is the normalized value, X is the original value of a
feature, min (X) is smallest value of a feature, max (X) is biggest
value of a feature.

FEATURE SELECTION

Feature selection is the process of selecting a set of input
data features that have a significant impact on the target. Deter-
mining the important and appropriate Features able to improve
the performance of the ML technique and reduce the time it
takes to train [26]. The DT technique has a feature importance
property that can be used to calculate feature importance [27].
The importance of the JM1 dataset Features was calculated us-
ing DT technique and then features with less importance were
removed.

ML TECHNIQUES

ML is part of the science of Al, which are statistical methods
that enable a computer or any device to build its own concept
based on the data provided to it in the training phase. There are
several types of ML depending on the type of learning: super-
vised learning, unsupervised learning, semi-supervised learn-
ing, reinforcement learning [28]. In this work, 6 supervised ML
techniques were used.

DT

It is one of the most popular non-parametric supervised ML
techniques that can be used for both classification and regres-
sion tasks. The structure of DT technique is like an upside-down
tree where the first node represents the root and then it is split
into inner nodes. Each inner node refers to the feature, the
branches refer to the rules and the leaves refer to the result of
the techniques [28].

RF

RF is one of the most powerful and popular ML techniques
that can be used for both classification and regression tasks. RF
technique is one of the ensemble methods based on bagging
method which aggregates a set of decision trees. Each decision
tree within the forest is trained on a subset of the data, and thus
the final decision is made using tree-majority voting. RF is
mostly used to solve some problems of DT technique and some
individual ML techniques [7, 11, 28]:

e in most cases, it gives better classification accuracy than
DT technique;

o provides an effective way to deal with lost data;

e solving the problem of overfitting in DT technique;

e more stable than DT technique.

Random forest could be a Supervised Machine Learning
Calculation that's utilized broadly in Classification and Regres-
sion issues. It builds decision trees on distinctive tests and takes
their larger part vote for classification and normal in case of re-
gression [25]. A random forest may be a machine learning tech-
nique that’s won’t to solve regression and classification prob-
lems. It utilizes ensemble learning, that is a technique that mixes
several classifiers to produce solutions to complicated prob-
lems.

Features of a Random Forest algorithm:

e it’s more accurate than the decision tree algorithm;

e it provides an effective way of handling missing data;

e it can produce a reasonable prediction without hyper-pa-
rameter tuning;

o it solves the issue of overfitting in decision trees;

¢ in every random forest tree, a subset of features is selected
randomly at the node’s splitting point.

SVM
SVM is one of the most important ML techniques suitable
for both small and complex data. SVM can be used to solve both
classification and regression problems, but it is usually used to
solve classification problems. SVM technique finds the best
separation line between data categories by maximizing margins
and determining the best separation of data [19, 28].

LR

LR is one of the simplest classification techniques for ML
based on statistical background. LR is a statistical method for
analyzing a data set in which there are one or more independent
variables that determine the result. Every user who uses LR
technique needs to know log probabilities, the key concept be-
hind a LR technique. LR estimates the probability that an event,
such as a defect or a non-defect, will occur based on a given data
set of independent variables. Since the outcome is a probability,
the dependent variable is constrained between 0 and 1 [29].
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KNN

KNN is a non-parametric ML technique that can be used for
classification and regression tasks [19]. The way the KNN tech-
nique works is very simple and effective to determine if a new
sample is a software defect or not. The distance between the
sample to be classified and all points of the training data set of
software defects is measured using one of the distance scales
such as the Euclidean distance, Manhattan distance, and Min-
kowski distance. Next, the number K representing the number
of nearest neighbors is determined, which determines the nature
of the new sample (defect or not) according to the nature of its
nearest neighbors [29]. In this work, the distance between the
samples of the training set and the samples of the test set was
measured using a Minkowski distance.

MLP
MLP is a fully connected feedforward ANN that can be used
for both classification and regression tasks. The MLP network
consists of three layers, an input layer used to enter the training
data and a layer or hidden layers used to process the input data.
And the last layer is the output layer, which is used to obtain the
required outputs [19].

TUNING HYPERPARAMETERS OF ML TECHNIQUES

ML techniques have hyperparameters that help fine-tune their
performance. Fine tuning of hyperparameters of ML techniques
helps to stabilize performance, improve accuracy, and reduce
model complexity. Usually, hyperparameters of ML techniques
are manually tune, which is cumbersome and time consuming.
Therefore, the Grid Search technique was used to tune the hy-
perparameters of the ML techniques used in this work. Grid
search technique is fed with the hyperparameters and their poten-
tial value, and then the 10-fold validation method is used to train
the technique with all the possible values of the hyperparameters.
Finally, the best values of the hyperparameters with the best per-
formance of the ML techniques are determined.

PERFORMANCE MEASUREMENT

The performance of used ML techniques was evaluated by
calculating the confusion matrix in addition to using six com-
mon performance evaluation criteria (Accuracy, Precision, Sen-
sitivity, Specificity, F1 Score, and ROC Curve). The confusion
matrix contains the actual values and predicted values from
which the number of True Positives (TP), True Negatives (TN),
False Positives (FP), and False Negatives (FN) are calculated.
The «False» (not defect) class is represented as negative '0',
while the «True» (defect) class is represented as positive '1".

TP+ TN
Accuracy = o5 TN+ FP+ PN’
o TP
Precision = TP—+FP'
L TP
Sensitivity = TP-I-—FN'
e TN
Specificity = TN FP’
2 X TP
F1 Score =

2XTP+FP+FN’

RESULTS AND DISCUSSION

The proposed RF technique, as well as other ML techniques
used in this study, were built using the scikit-learn library. Per-
formance experiments were conducted on the JM1 dataset,
where the dataset was separated 80 % for training ML tech-
niques and 20 % for testing them.

The proposed RF technique achieved the best performance
with an accuracy of 88,26%, along with a precision of 87,76 %,
Sensitivity of 88,47 %, Specificity of 88,06 %, and F1-Score of
88,11 % compared to the other techniques used as shown in Ta-
ble 3. Then, KNN technique ranked second with a competitive
performance with an accuracy of 85,76 %, along with a preci-
sion of 81,60 %, Sensitivity of 91,71 %, Specificity of 80,0 %,
and F1-Score of 86,36 %. Also, the DT technique achieved a
good performance with an accuracy of 82,17 %, along with
along with a precision of 81,54 %, Sensitivity of 82,39 %, Spec-
ificity of 81,96 %, and F1-Score of 81,97 %, while the perfor-
mance of the MLP, LR, and SVM techniques was modest with
an accuracy of 70,50 %, 66,88 %, and 65,51 %, respectively.

Table 3
Performance comparison of ML techniques used in this study
Tech- Accu- Pl"eCl- Ser'nsm- Specificity, F1
. racy, sion, vity, o Score,
nique % % % Yo %
RF 88,26 87,76 88,47 88,06 88,11
DT 82,17 81,54 82,39 81,96 81,97
SVM 65,51 68,14 56,10 74,62 61,54
KNN 85,76 | 81,60 | 91,71 80,00 86,36
LR 66,88 68,10 61,43 72,15 64,59
MLP 70,50 | 70,55 | 68,67 72,26 69,60

The performance of ML techniques was also compared by
drawing the ROC curve as shown in Figure 2. In addition, a
confusion matrix was calculated for each of ML techniques
used to show the correct and incorrect predictions for both clas-
ses as in Figures 3.

ROC curve

QL

0.8

True Positive rate

0.2

0.0

0.0 0.2 04 0.6 0.8 1.0
False Positive Rate

Fig. 2. ROC Curve of used ML techniques
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Fig. 3. Confusion matrix of used ML techniques

The proposed system also proved superior when compared
with the achieved results of related work as shown in Table 4.
The superiority of the RF technique over the RF techniques
used in studies [7, 11, 13, 16] as well as over all other tech-
niques used in previous works. Also, the superiority of KNN
technique used in this study over the KNN techniques used in
the studies [7, 11, 13, 17]. Also, the DT technique used in this
study achieved remarkable superiority over the DT techniques
used in previous works [7, 15, 17]. The proposed system in this
study achieved promising results in predicting software defects,
superior to previous works. This study proved that preparing the
data well and selecting the effective features helps to improve
the prediction accuracy. Also, choosing the appropriate ML
technique for this task, in addition to fine tuning its hyperpa-
rameters, greatly improves the prediction accuracy.

Table 4
Comparison of the proposed work with related work

Study Accuracy, %
[15] 80,64
[7] 80,61
[13] 80,44
[11] 82,02
[16] 88,00
[17] 80,00
Our DT 82,17
Our KNN 85,76
Our RF 88,26

CONCLUSION AND FUTURE WORKS

Predicting software defects at the software testing stage is
very important to ensure the quality of software before it is of-
fered to users. Therefore, this study aims to build an intelligent
system to automatically predict software defects in the software
testing phase based on ML techniques. The proposed system
consists of three basic stages: data pre-processing, hyper-pa-
rameter tuning, and application of ML techniques. In the data
pre-processing stage, the data was cleaned, balanced, and nor-
malized, in addition to using the DT technique to select the im-
portant features. In the second stage, the Grid search technique

is applied to tune the hyperparameters of the ML techniques. In
the final stage, ML techniques are applied, and their perfor-
mance is compared using various scales. Where the RF tech-
nique achieved promising results with an accuracy of 88,26 %,
superior to other techniques used. RF technique has been shown
to be highly effective in predicting software defects when used
with an appropriate FS technique. This system was tested only
on JM1 dataset, so there is a possibility to test it on other da-
tasets provided by NASA in future works. Individual classifiers
can also be combined using ensemble methods to improve per-
formance.
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Cucrema nporHo3upoBaHus gedexron
IPOrpPaMMHOI0 00eClIeYeHUsI HA OCHOBE XOPOIIO
OTJIAKCHHON TeXHUKH «CJTYYAUHOIO JIeCa

@. X. Xopmmwn, H. /[x. Moparum
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baaxy0a, Mpak
farah_hatam@uodiyala.edu.iq, nebras.jalel@uodiyala.edu.iq

Annomayua. KayecTBo nporpaMmMHOro oGecrnedeHust siBJisi-
€TC OCHOBHBIM KPUTEPHEM VISl HOBBIIIECHHUS CIIPOCA N10J1b30BaTe-
Jeil Ha mporpaMmmHoe obecnieyenue. [loaTomy KoMnanum, 3aHUMa-
olHecs POrPaMMHBIM o0ecriedeHHeM, CTpeMsITcsl 00ecneYnTh
Ka4ecTBO MPOrpaMMHOro odecredyeHHs MyTeM NPOrHO3HPOBAHMS
ero 1e)eKTOB Ha 3Tane TecTupoBaHus. Haanune nHTe/IIeKTyalIb-
HOIi cucTeMbl, CIOCOOHOI MPOTrHO3UPOBATh AedeKThl MPorpamMm-
HOro o0ecrneyeHHsi, 3HAYNTEIbLHO CHHKAeT 3aTPaThl BPeMeHH H
yeuinii. HecMOTps Ha IIMPOKYIO TEHACHIMIO Pa3padoTKU CHCTeM
NPOrHO3UPOBaHus Ae(eKTOB NPOrPAMMHOr0 00ecIeyeHUst Ha 0C-
HOBE TEXHHKH MAIIMHHOIO 00y4YeHHsl B IOCJICAHHE HECKOJbKO
JIeT, TOYHOCTh 3THX CHCTEM MO-TIPeKHEMY SIBJIAETCH Cepbe3HOi
npood.JieMoii.

B naHHOM Hcc/leJOBAHMM JIsl MOBBIIIEHHs] TOYHOCTH MPO-
THO3a TNpeJcTaB/JIeHa CHCTeMa NPOrHO3UpoBaHus JedeKToB Nmpo-
rpaMMHOro0 ofecneyeHns1, cocTosimiasi u3 Tpex 3Tanos. Ha nepsom
JTane BbINOJHAETCS NpeiBApUTe/IbHASA 00pa00TKA JaHHBIX, KOTO-
pas BKJIIOYaeT B ce0sl OUUCTKY JAHHBIX, 0aJIaHC JAHHBIX, HOPMa-
JIM3aLMI0 JAaHHBIX H BbIOOp npu3HakoB. Ha BTopoMm 3Tane runep-
napaMeTrpbl HacTpauBaloTcs no Meroauke Grid Search. Hakonen,
XOpOIIO OTJIA’KeHHAs] TeXHHKA MAIIMHHOIO 00y4YeHMsI peajn3o-
BaHa I NpeacKa3aHus Je)eKTOB NPOrpaMMHOI0 odecreyeHusl.

Ha 6a3e na0opa nanupix JM1 OblIM MpoBedeHbI IKCIEPHU-
MEHTBI, B X0/le KOTOPBIX Mpe/JiaraeMasi CHCTeMa /1ajla MHOroo0e-
LIaIHe pe3yJbTaThl B NPOTrHO3MPOBAHMH HEJOCTATKOB IIPO-
rpaMmMHoro odecnedeHusi. Cpeau HCIOJb3yeMbIX METOHOB XO-
pouo HacTpoeHHbIii MeToa Random Forest ¢ Tounoctsio 88,26 %
NpeB30111eJl 0CTAJbHbIe HCII0/b3yeMble MeTOAbI MAIIHHHOIO 00y-
yenus. IIpoBegeHHOe ucciel0BaHUe [10KAa3bIBaeT, YTO BLIOOP
BaJKHBIX 0CO0eHHOCTel 1 Y (peKTHBHAS rHNepIapaMeTpHYecKas
HACTPOIiKa MeTO0B MALIMHHOIO 00y4YeHHs] 3HAYUTEIBHO YJIy4-
AT TOYHOCTh MNMPOTHO3MPOBAHMS AedeKTOB NMPOrpaMMHOrO
obecneyeHus.

Kntouesvie cnosa: mammHHoe o0ydeHHe, CJIy4aiHBIH Jiec,
ne)eKThl TNPOrPaAMMHOIO o0ecrneyeHHsl, BHIOOP TNPH3HAKOB,
NPOrHO3MPOBAHHE.
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