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Abstract. The object of the research is the analysis of the senti-
ment of the Russian-language corpus of texts. The subject of the
research is a comparison of the effectiveness of the approaches of
preliminary text cleaning before sentiment analysis. The aim of the
research is to develop a generalized method for preliminary data
cleaning to create a neural network model. A distinctive feature of
the proposed solutions is the use of modern and lightweight librar-
ies for the possibility of preliminary preparation of a text for train-
ing with a neural network, and the hypothesis of using a truncated
dictionary based on the assumption of data redundancy has been
tested. The results obtained show the usefulness of the developed
algorithm in terms of obtaining improved results in the learning
process and indicate that, due to its versatility, it can be extrapo-
lated for further use on other text data.

Keywords: mining, data analysis, sentiment analysis, neural
networks, text processing.

INTRODUCTION

Websites, social networks, micro-blogs are sources of a
huge amount of user information for analysts, entreprencurs
and scientists trying to extract useful information from a large
amount of user-generated text. Thanks to the feelings, emo-
tions, images contained in the texts, one can draw certain con-
clusions to improve the quality of service or the quality of the
services provided. For example, moderators of large Internet
services and platforms can find solutions for timely tracking
of violators by analyzing comments and user messages. For
these reasons, a vast area of neural network technologies is
aimed at developing systems for the automatic classification
of texts (for example, aspect extraction, opinion analysis, sen-
timent analysis).

Recently, significant progress has been made in the devel-
opment of various methods, starting with a rule base and ma-
chine learning to deep learning.

Despite the impressive results, the developed systems
work exclusively with the specifically considered language,
since the studied text corpora can have different dimensions,
and also include non-linguistic elements that impede the
analysis of data.

On the other hand, the nature of the content generated by
users in social networks requires more careful preprocessing [1]
before the stage of neural network analysis. In the field of tweet
sentiment analysis, most scientific articles have used the ap-
proach of learning from scratch on corpuses consisting exclu-
sively of thematic content, so that the models can eventually
better understand local jargon with a special lexical and syntac-
tic structure [2], as well as using abbreviations, punctuation
marks and emoticons, etc. The use of such approaches imposes
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two restrictions: the first requires a large body of text for train-
ing in Russian, and the second — the need for significant re-
sources and time to train models from scratch.

The approach described in this article allows testing the de-
veloped algorithm on a truncated corpus of texts and, if satis-
factory results are obtained, use it when obtaining results on an
integral corpus.

VECTOR TRANSFORMATION METHODS

The mathematical algorithms of future neural networks
work with numbers, therefore, in order to use the mathematical
apparatus for processing and analyzing text data, it is necessary
first of all to transform words and sentences into numerical vec-
tors, and preferably without losing semantic connection.

There are two main approaches to transforming a text doc-
ument corpus [3] into a vector space:

1. Thematic modeling allows you to find statistical hidden
patterns in the body of documents: latent semantic analy-
sis (PLSA), latent Dirichlet distribution (LDA).

2. Distributive hypothesis — linguistic elements with simi-
lar distributions have similar meanings. This approach includes
word embedding (WB) — a method that converts text tokens,
most often represented by words, into dense small-sized vector
representations trained on large unlabeled text corpora, where
each token in the system is linked to another within the context.
The Word2Vec model [4] proposed by Mikolov was an imple-
mentation of the word embedding method. The algorithm can
encode text using two main approaches: skip-gramm or bag-of-
word model [5]. The former predicts words in the surrounding
context starting from the current word, while the latter predicts
words based on the words surrounding it in the context. Also,
the Global Vectors approach, is a distributed computing model,
allowing you to code words faster on a large amount of data.

Ready-made vector representations obtained as a result of
transformations allow you to compare texts and search for rela-
tionships, to perform classification and clustering of texts.

NATURAL LANGUAGE PROCESSING

Natural language processing is a branch of data science that
deals with textual data that is used to analyze and solve business
problems. Before using the collected data for the analysis and
forecasting of user values, it is necessary to ensure their suita-
bility, their preliminary processing is important [6].

The ultimate goal of processing data in natural language is
to transfer this data to artificial intelligence (AI), which is capa-
ble of understanding human language. From a practical point of
view, processing can be thought of as a set of methods and al-
gorithms for extracting some useful information from text data.
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Today, there is a fairly large range of practical tasks where
natural language processing is required:

» machine translation of texts from foreign languages;

* automatic annotation of texts;

» classification of texts by categories (sentiment analysis,
spam filter, rubrication);

* chat bots;

* recognition of given entities.

TEXT PRECLEANING PROCEDURE
Raw data obtained using the official API (http://devel-
oper.twitter.com/en/docs/api-reference-index) or taken from
ready-made datasets contains heterogeneous information due to
the nature of colloquial speech, for example: emoticons,
hashtags, URLSs, phone numbers, numbers without context, dates,
etc. An example of some noisy messages is shown in Table 1.

Table 1
Example of background information

Wnrepuer ysxe 5 neHp He padoraer :(

RT @supreme_fm: Xouy taty :( http://t.co/2LuWQRS5H3

INouemy MHOrUM HpaBUTCA 4TO 4 Uty ? 5 sxe HUYero kpy-
TOTO He 3anuchBaio :( A TeM BpeMeHeM 0alyIiKa oIaTy ki
JKAPUT :3 HO 3TO yiKe Jpyrasi UCTOpUs

MHe HpaBUTCSI TOTOBUTB, HO HE HPABHUTCS, YTO s 4acTO pe-
’KYCh HOXOM HJIM YACTIIIKON IJIs KapTOLIKH :( #ieqansoena

O0benach 51 30J0TUCTOM JKapEHOW KAPTOLIKH U KBAIICHOM
KaIlyCThI ¢ KPaCHBIM JIyKOM I0J MaciaoM. BkycHo, HO 3aueM
TaK MHOTO ;(

51 cKOpO YHHYTOXKY CBOH Telle)OH MOIHOCTBIO, OILITH €ro B
JyKy TpOXHYyJa (

This work uses a set of procedures to transform chaotic in-
formation into a more traditional and understandable form. The
sequence of actions for each procedure does not depend on spe-
cific language features [7]. Actions are usually based on linguis-
tic rules contained in conversion tables or regular expressions.

The data must be preprocessed to perform mining tasks. First,
you need to perform preprocessing of the text, which includes:

1. Removing punctuation marks and specials characters.
Punctuation marks and other special characters should be re-
moved to eliminate inaccuracies in determining polarity. In
some cases, signs can stick together with words and be incor-
rectly identified in dictionaries, which makes them inaccessible
for analysis.

2. Removing URL's. Typically, URLs are not used to ana-
lyze sentiment in informal texts. For example, consider the fol-
lowing sentence «I went to the site funny-jokes.rf, because I'm
bored», which is negative, however, due to the presence of the
word «funny» it can become neutral, and this is a false-positive
result. To avoid this kind of collision, you need to remove the
URLSs beforehand.

3. Removing stop words: conjunctions, interjections. Words
like what, like, like, etc. will not affect the polarity of expres-
sions; to reduce the computational complexity, it is worth get-
ting rid of them. Python contains stoplists for different lan-
guages in the NLTK module.

4. Removing forwarded references. Such references are
usually marked with the name of the original author plus the
letter combination RT. In a thematic analysis, additional infor-
mation for statistics can be obtained from this data, but in sen-
timent analysis it is redundant (Fig. 1).

5. Breakdown of offers into tokens. Typically, this is the
process of separating individual words into an array, separated
by punctuation marks and whitespace.

6. Normalization of words. Normalization is the process of
bringing words to their standard morphological form, which is
implemented by the stemming method — the method of elimi-
nating the endings of words, or lemmatization — bringing a word
to its normal (dictionary) form («is» — «to bey, «written» — «to
write») [8].

7. Removing number sequences. The use of numbers in the
analysis can increase the size of the studied vocabulary, which
will complicate the process of training the model on unneces-
sary data.

To solve the problem, a universal pipeline (method) was de-
veloped, which can be used for preliminary text cleaning in any
of the projects under study. It includes all of the above stages of
processing textual data written in the form of regular expres-
sions, as well as splitting into tokens and applying lemmatiza-
tion or stemming methods to choose from (Fig. 1).

def preprocess_text(text):
text = text.lower().replace("&", "e")
text = re.sub('((ww\.[*\s]+) | (https?://[*\s]+))",

'url', text)

text = re.sub('@[*\s]+', '', text)

text = re.sub('(?:(?:\d+, ?)+(?:\.2\d+)?)"," ',text)
text = re.sub('[“a-zA-Za-sA-A1-9]+', ' ', text)
text = re.sub(' +', ' ', text)

text = re.sub('[a-zA-Z]+', '', text)

text = re.sub(" \d+", " ", text)

tokens = []

for token in text.split():
if token and token not in stop:

token = token.strip()
token = stemmer.stem(token)
token = morph.normal_forms(token)[@]

tokens.append(token)

text = ' '.join(tokens)

return text.strip()

Fig. 1. Data preprocessing pipeline

It is also worth noting that the processing time by truncating
the endings is several times faster than searching for a diction-
ary form. If you sacrifice quality for speed you can opt for the
Snowball algorithm otherwise it is better to use a lemmatizer.

COMPARISON OF TEXT NORMALIZATION ALGORITHMS

There are two types of stemmers in the NLTK library —
Porter's stemmer and Snowball [9], the second, in turn, is an
improved version of the first, and we will test it on an array of
sentences. After processing as a basis, we get a lot of non-dic-
tionary words. Unlike the previous approach, lemmatization
shortens a word to its dictionary form and in most cases is se-
mantically complete (Table 2).
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Table 2

Comparison of text processing by stemming
and lemmatization

Lemmatization
(word processing)

Stemming
(word processing)

'MoJTlyda OCTOPOXKH KOTJIETK
NepeKiIabBa Ip Hocya

['momydarbcss OCTOPOXKHO — KOT-
JIeTKa MepeKsIabIBaTh Ap nocyaa'

' JMHCTBEHHBIH paccTpanBaTh
Oany  HEBO3MOXKHOCTb CXOIMTh
KUHOTEATp APyl  HHTEPECHbIH
¢$mwipM'

'IMHCTBEH paccTpauBa 0an
HEBO3MOXXH CXOJ KHHOTEaTp
npy3 uHTepecH Guibm'

'GazapH cerogH crpamuBa | '0a3apHOB CETOAHS CIIpAIINBaTh

CyILlI IApEeH BEC KI' CKa3a IOp | CYLIUTHCS IIApEHb BECUTb KI' CKa-

o' 3aTh 1opa Jjozaa'

'MaJIoBar I0Jy4a He3100uH' 'MaJIOBaThII I10JIy4aThCs
HE3JI00uH',

'7TF00JT BCEM TBO UCTEPHK COJI-
HBIIIK'

'TFOOUTH BECh TBOW HUCTEPHK COJI-
HBIIIKO']

The next section displays experimental data run through the
NLTK Snowball and MorphAnalyzer modules. The strengths
and weaknesses of each approach are identified.

VECTOR TEXT REPRESENTATION

In most mining tasks, after the text cleanup stage, we create
a dictionary of index mappings, so that frequently occurring
words are assigned a lower index, and then the word appears
less frequently in the text corpus. One trivial solution would be
to use a combination of the split () and strip () methods, splitting
the input data stream into individual words and writing them to
an array. Then, using the Tokenize module, we encode a ran-
dom array of words into a vector, where the total TF-IDF coef-
ficient is calculated for each word, and then we update the dic-
tionary based on the list of received tokens by calling the
fit_on_texts () method.

RESULTS OF STATISTICAL TESTS
OF ALGORITHMS FOR ONE DATASET
Additionally, let us analyze the length of the records loaded
into the array after the stage of splitting into tokens (Fig. 2). The
figure shows a histogram that shows the distribution between
the number of records and their corresponding length (by
words).

7000 — count 20000. 000000
mean 6.464250
6000 std 3.891876
min 0.000000
%000 25% 4.000000
4000 50% 6.000000
75% 8.000000
3000 max 26.000000
2000 dtype: floathd

1000

0 5 10 15 20 5

Fig. 2. Sampling before deleting unnecessary records

The average length of a message in the corpus is 6 words. A
number of records have zero length. The presence of these val-
ues in the data array will not have any effect on the learning
process of the model [10], it will only become redundant infor-
mation. We also make a hypothesis that in the presence of sen-
tences from 1 token there is a possibility of incorrect interpre-
tation of the polarity, it follows that at the stage of preliminary
data preparation, a check for the length of the loaded records
should be added.

Based on the condition specified below, we check the initial
data set and write into the new array only those sentences that,
after the preprocessing stage, have more than two words:

sentences] =[]
labels1 =]
for id,item in enumerate(sentences):
if len(item.split()) >= 2:
sentences1.append(item)
labels1.append(labels[id])

assert len(sentences1) == len(labels1)

After preparing a new dataset, let's build a histogram (Fig. 3)
to check the condition's performance.

|| count

mean
std

18653. 000000
752908
897936
0060000
25% 200000
50% 2ee0ae
75% 9.000000
max 26.000000

0 5 10 15 0 %

6000

5000
min
4000

[T R N

3000

2000

1000

Fig. 3. Fetch after deleting unnecessary records

As you can see from the graph, words and their correspond-
ing labels were removed, where there were no tokens and to-
kens less than three. Within a small number of test records, this
may seem like an unnecessary step, but on a large body of texts,
this can lead to dirty statistics. A sample of 20 000 records was
taken as a basis, after deleting records that do not meet the con-
dition, 18 653 remained. It is necessary to establish whether
there is a difference between a more extensive dictionary or a
better quality.

The next step involves building a neural network model
based on long-term neural memory LSTM [11]. Its advantages
include fast scanning and acceptable learning speed. However,
it is not suitable for repeated training on different parameters
due to its peculiarity to remember the states in past sessions. As
a temporary solution to reset the weights, it is necessary to com-
pile the trainable model each time.

The results of cross-validation in terms of accuracy for mod-
els trained using different text processing techniques are shown
in Table 3. In the first case, the source text was divided into
tokens, each of which was reduced to a stem or to a dictionary
form, depending on the user's choice. These tokens became the
vocabulary for future network learning. In another case, all the
same stages except for those n-grams that contained less than 3
words.
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Table 3
Results of cross-validation in training models
Data set Epoch | Epoch | Epoch | Epoch | Epoch
20000 words No. 6 No. 7 No. 8 No.9 | No.10
n-gramma
>=(+lemmati- | 0.7601 | 0.7962 | 0.8192 | 0.8369 | 0.8569
zation
negramma - 2934 10,8035 | 0.8215 | 0.8443 | 0.8582
>=(+stemming
n-gramma
>2+lemmatiza- | 0.7852 | 0.8097 | 0.8278 | 0.8497 | 0.8638
tion
MCErAMma | 7844 | 0.7844 | 0.8309 | 0.8480 | 0.8566
>2+stemming

By the tenth epoch of learning, an approach that includes
skipping n-grams (where n <= 2) and lemmatization at the pre-
processing stage gives an accuracy advantage over the rest of
the techniques under consideration.

CONCLUSION
Our studies have shown that training a neural network on a
training dataset containing sentences longer than 2 tokens and
processed by the lemmatization method gives a small increase
in the training accuracy at higher epochs compared to the orig-
inal (unprocessed) dataset, and also has a more intensively de-
creasing function losses (Fig. 4).
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Fig. 4. Data processing + lemmatization

This difference is due to a more accurate distribution of weight
coefficients [12] between neurons in the process of training the
network. If we compare the use of an abbreviated or full vocabu-
lary on stemming, then the difference becomes insignificant to-
wards the achievement of the later eras of learning (Fig. 5).
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Fig. 5. Data processing + stemming

It is proposed to further study natural language processing
algorithms on an existing dataset with subsequent n-gram net-
work training, as well as improve the preliminary text cleaning
algorithm for the following: automatic replacement of toxic
words or selection of appropriate synonyms, replacement of
double letters with single letters, replacement of jargon words
with commonly used ones, as well as encoding emoticons and
converting them to a common number format to improve accu-
racy and reduce losses in the process of training the model.
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Oco0eHHOCTH npeaABAPUTEILHOU
00pa0dOTKH TEKCTOBBIX JAHHbIX
IPY AaHAJM3€e TOHAJbHOCTH TEKCTOB

H. E. Koceix, U. A. Monoaxua

[erepOyprckuii rocy 1apCTBEHHbBIH YHUBEPCHUTET
nyTel coobmenus: Mimneparopa Anexcanzpa I
Cankr-IlerepOypr, Poccust
nikitosagi@mail.ru, molodkin@pgups.ru

Annomayua. O0beKT NcCIe0BAHNS — AHAJIN3 TOHAJIBHOCTH
PYCCKOSI3bIYHOTO Kopmyca TekcToB. IIpenmer mcciaenoBanus —
cpaBHeHue J(P(PeKTHBHOCTH NOAXOA0B  NpeIBAPUTENbHOM
OYHMCTKH TEKCTA Mepes aHAIU30M ToHAIbHOCTH. Llesb nuceaenosa-
HHUS — pa3pabdoTka 0000LIEHHOI0 MeT0Ja INpeABAPUTEIbHOM
OYHMCTKH JAHHBIX ISl CO3IaHUS MO e/ HelipoceTH. OTINYUTEIb-
HOIi 4epToii npeI0:KEeHHbIX pellleHUii siBIsieTcsl UCNOb30BaHHue
COBPEMEHHBIX M JIETKOBECHBIX OHMOIMOTEK /151 BO3MOKHOCTH
npeJBapHTeILHON MOAr0TOBKE TEKCTa K 00y4YeHHIO HelipoceThbIo;
TaK:Ke anpo0MPOBAHA THIOTE3a HCIOJIb30BAHUS YCEYEHHOI0 CJI0-
Bapsi HA OCHOBE NPEANO0JI0KeHUs 00 U30bITOYHOCTH JaHHBIX. ITo-
JIy4eHHbIE¢ Pe3yJIbTAThbI MOKA3BIBAIOT IO0JIE3HOCThH pa3padoTaH-
HOI'0 AJITOPUTMA C TOYKH 3PEHHs] MOJYyYeHHs YJy4YIICHHBIX pe-
3yJbTATOB B IpoLecce 00y4eHUs U YKA3bIBAIOT HA TO, YTO Os1aro-
Japs cBoeil yHMBepCaJIbLHOCTH OH MOKeT ObITh IKCTPANOJIHPOBAH
75 AajbHelero MCroJib30BaHUs HAa JPYTUX TEKCTOBBIX JaH-
HBIX.

Knrouesvie cnosa: ﬂHTeJ’lJ’leKTyaJ’leblﬁ aHaJ/Iu3, aHAJU3 JaH-
HBIX, CeHTHUMEeHTHBI aHaJIu3, Heﬁpom{me CeTH, 06pa60TKa TEK-
cTa.
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