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Abstract. Sufficiently adequate dynamic models of the func-
tioning of complex systems are characterized by high computa-
tional complexity, which leads to a significant complexity of opti-
mization procedures. Therefore, the solution of the problem of
combinatorial optimization by a complete search of possible solu-
tions in practice is unacceptable.

The advantages of evolutionary search as a method of combi-
natorial optimization of the structure of the information and com-
puting system is the possibility of various ways of setting the target
function and types of optimization variables, as well as in the use
of probabilistic, rather than deterministic rules for finding solu-
tions. A method of formalizing the structure of a heterogeneous
information and computing system is proposed, which takes into
account its hierarchical-network structure.

The presented approach allows by selecting rational parame-
ters of the genetic algorithm and using the stochastic fitness func-
tion with a variable coefficient of variation to achieve a satisfactory
speed of its convergence with a large dimension of the task. Exam-
ples of application of this method to the search for a rational struc-
ture of the computing system are given.

Keywords: computer system, evolution search, genetic algo-
rithm, stochastic fitness-function.

INTRODUCTION

Modern information-computer systems (ICS) have complex
heterogeneous hierarchical-network structures, with a large num-
ber of elements, often reconfigurable. Given the large number of
possible configurations of computer systems — structures, pa-
rameters of the functioning of their elements and the composition
of the tasks they solve — a mathematical apparatus of structural
and parametric synthesis of hierarchical ICS is necessary.

The presence of such an apparatus will allow on the basis of
modeling of ICS to form a rational structure adapted to solve
specific computational tasks in various conditions. Therefore,
the issues of improving the structure of the ICS come to the
fore. The fundamental features of the systems of this class re-
quire taking into account the diversity of elements, the variety
of their possible states, the heterogeneity of the connections in
the system, the conditions of functioning. At the same time, tra-
ditional approaches to solving problems of structural-paramet-
ric synthesis are often reduced to a consistent choice of system
architecture based on a qualitative analysis of existing options,
formalization of the selected type of structure and parametric
synthesis of its components using known optimization methods.
However, sufficiently adequate dynamic models of the func-
tioning of complex ICS, as a rule, are characterized by high
computational complexity, which leads to a significant com-
plexity of optimization procedures. Therefore, the solution of

the problem of combinatorial optimization by a complete search
of possible solutions in practice is unacceptable, which is pri-
marily due to the following circumstances:

— significant number of the set of solutions, depending on
the allowable number of elements in the structure and the con-
sidered number of their types;

— the labor-intensity of accurate calculation of the objective
function (OF) on the basis of simulation and analytical models;

— time spent on obtaining statistical estimates of the quality
of the solution;

— the need to repeatedly solve the noted problem in practice
when varying the initial data, which, as a rule, is required in
applied problems in order to implement a scenario approach
that removes uncertainties in the conditions of functioning.

The numerical method of setting the OF and the alleged
presence of several local extremes leads to serious difficulties
in using well-known mathematical methods and requires spe-
cial approaches based on a significant limitation of the many
solutions under consideration.

A powerful tool for the approximate solution of complex
combinatorial optimization problems are the methods of evolu-
tionary search, among which genetic algorithms (GA) stand
out. They are ways to solve optimization problems on the basis
of evolutionary modeling, based on the use of analogies with
natural processes of natural selection [1—4]. The advantages of
optimization methods based on GA in comparison with classi-
cal ones consist primarily in the possibility of various ways of
specifying OF and types of optimization variables, as well as in
the use of probabilistic, rather than deterministic rules for find-
ing solutions [5].

The theory of GA is currently quite developed, but signifi-
cant non-trivial issues in specific cases are, firstly, the construc-
tion of the so-called «fitness function» (FF) to assess the quality
of solution options and the formalization of optimization varia-
bles in the space of possible solutions, which in this case re-
quires taking into account the peculiarities of coding a hierar-
chical-network heterogeneous structure, and, secondly, the jus-
tification for adjusting the parameters of the GA that ensure ob-
taining satisfactory according to the specified criterion of the
decision in a limited time [6-8].

The traditional approach involves adjusting the parameters
of the algorithm to obtain a satisfactory result by its repeated
implementation with a pre-built FF. In the case of limited time
to solve the problem and its significant labor intensity, as noted
above, such a path does not seem quite appropriate. Therefore,
to solve the problem of stochastic combinatorial optimization,
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it is proposed to use a GA with a stochastic FF with a varia-
ble (changing in the search process) coefficient of variation,
conducting a preliminary selection of rational parameters for
adjusting the algorithm.

FORMULATION OF THE PROBLEM OF CHOOSING THE STRUCTURE
OF AN INHOMOGENEOUS INFORMATION-COMPUTER SYSTEM

The essence of the task of choosing the structure of the ICS
is as follows. There is a nomenclature of electronic component
base (ECB), which can be used as elements of ICS. An imita-
tion-analytical model of ICS is given, correlating its structure
with the achieved indicator of the target effect, acting as a OF.
It is necessary to find the structure of the ICS that provides the
highest value of the mathematical expectation of the OF indica-
tor. The time for solving the problem is limited, which is due to
the laboriousness of obtaining estimates of the values of the OF
by repeatedly implementing simulation modeling of the work
of the ICS in the study of many solutions.

With a sufficiently general statement of the problem, we
will assume that the:

1. Nomenclature of ECB for building ICS many available
types of processor B? = {4/" } and interface elements (modules)
BY = (6}, 8, =< ", f7°, ™ >, 4, € B,B = B’ U BV,
having functional parameters fl ", resource parameters f:-re,
weight and size parameters fimg , defining their particular qual-
ity indicators d(&;) =< d;( fif Y, ?e, fimg ) >. Particular qual-
ity indicators are understood, for example, performance, failure
rate, power consumption, etc.

2. A model of the functioning of the ICS, which allows to
assess the value P(S) OF under conditions of deterministic and
random internal and external factors, where S — hierarchi-
cally-the network structure of the ICS, given by the parameters
of the elements and the matrix of their adjacency. The OF can
be, for example, the productivity of the ICS at a given time in-
terval for a given set of tasks.

3. Vector-function of technical and operational indicators of

Restrictions:

1. Set of permissible values of technical and operational in-
dicators of ICS quality W%,

2. Computational labor intensity of solving the problem,
represented in the limit number Y implementations of the OF
P(S).

Find: On a variety of possible structures S ICS the structure S*,
providing the maximum expected target effect:

S*=arg rSn'ggM[‘T’(Si)], W(s;) e wdr s, €S.

Given the high complexity of solving the problem in prac-
tice, it is advisable to build an algorithm for finding its approx-
imate solution. Let's assume that the value of the OF lies in the
range 0 < P < 1, and the value of the OF equal to 1 corre-
sponds to the ICS with the optimal structure.

The essence of GA is stated, for example, in [4, 5]. How-
ever, the effectiveness of GA searches ultimately depends on
the «tuningy of the research-use ratio determined by the param-
eters of genetic operators.

ALGORITHM FOR CHOOSING THE STRUCTURE
OF HETEROGENEOUS INFORMATION-COMPUTER SYSTEM

The developed method includes as the main stages: filtration
of ECB and formalization of possible structures of ICS; adjust-
ment of rational parameters of GA using the deterministic var-
iant of FF; substantiation of the initial coefficient of variation
of stochastic FF, taking into account the limit on the maximum
number of OF implementations; implementation of the con-
structed GA. The implementation of this method can be de-
scribed as a sequence of the following steps.

Step 1. Narrowing of the set of ECB is carried out according
to the Pareto principle by allocating subsets BP"* and B¥/*, con-
taining respectively options for building computational (CM)
and interface modules (IM) with non-improving characteristics.

Step 2. Formalization of the structure S — X (Fig. 1). De-
pending on the available element base, the characteristics of
subscribers interacting with the ICS, the requirements for inter-
faces, etc., a structure template is formed that corresponds to
the maximum possible composition of elements and a variety
of connections within the capabilities of the implemented archi-
tecture: the number u of levels, the number m;,, m, =1
of blocks on each level; each block i-level combines [; lower
nodes: my = lymy_,, herewith ngy, < my < nZ,, here
iS Ny, — the maximum possible number CM in structure.
Structure option S is encoded as a «chromosome»

X(©S) =<xF©®Ik=0,.u j=1,.,m>,

here is «gene» x].(k) (S) — processor module implementation
number for k = 0 or implementing an interface module for
k=1,..,u; x].(k) (S) = 0 means the absence of an element at a

given position of the structure.

Step 3. To build a FF Wy (S;) based on OF ¥ the Bayes —
Laplace criterion is used, taking into account the penalty func-
tion of constraints: Py (S;) = M[P] X w(S;), here is w(S;)=0,
W(s) € Wi w($)=1, W(s) e wer; M[P] = H=x®s
¥, — implementation of OF in A-th from N experiences.

In order to adjust the rational parameters of GA, a determin-
istic version of FF is built, which has low computational labor-
intensity, heuristically or, for example, using estimates of math-
ematical expectation of parameters of random factors Z:
dX;) = lP(Si|M[ZA]). Based on ®(X;) a stochastic variant of
FF is constructed, having a normal (Gauss) distribution and co-
efficient of variation V:

o, (X)) = (1 +V x,/—2Ing; X cos 211@2) X d(X;),

where 04,0, € [0; 1] — uniformly distributed random varia-
bles.

Step 4. For some similar structure of the ICS (typical struc-
ture, possible construction option, analogues of the desired ICS,
etc.), an estimate of the coefficient of variation of the OF is de-
termined:

_ N @, 2
Vo = V[®] = — [Be=®E¥WT 1y s 105,
0 YN N
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Fig. 1. Scheme of coding variants of the ICS structure

Step 5. Finding an option X, = arg max ®(X;), providing

the maximum value of the deterministic FF, for example by
enumeration, which is provided with low computational labor-
intensity ®(X;).

Step 6. The initial (for the first generation) coefficient of
variation V of the stochastic FF is selected from the range cor-
responding to —3 < IgV < —0.5.

Step 7. GA parameters are selected G =< M, Ky, K, > (dis-
cussed below when describing GA operators, recommended
ranges M =0.5, ...,0.05; Ki, K, =0.1, ..., 0.9).

Step 8. Population size is selected 2,2 < Q < Y/2 (V/Vo)z’

and the number of generations is determined N,,, corresponding

to the limit on the number of calculations of the OF Y:
Np

Np(V, 0):Y = Z(?)Z

i=1
Ny
V= V—T(V—VA),

here is V), — a given coefficient of variation of FF for the latest
generation, which determines the accuracy of the solution.

Step 9. By series N, GA launches with selected parameters
G, N, , Q indicators are determined

N *
nx ®(Xy) ’
here is @y, (X;) — result j-h run GA for N,, generations, and

b — N{®y,(X])/P(X,) = v}

Y Ny 4

here is N{®y (X;)/P(X,) =y} — number of «successful»
launches, when @y, (X;)/®(X,) = y. Meaning ¢ consists in
the average relative proximity of the resulting solution to the
optimal value of FF, a P, it makes sense to have the probability
of «success» of the launch of the GA, when ¢ =y, where is
y — the value of the acceptable deviation set in advance. Sta-

tistically expedient number of launches of GA to assess its ef-
fectiveness based on the variance of the binomial distribution
9Py (1-Py)

(1-a)? °
o — confidence probability. So, for example, N, = 360 ...900
for a = 0.05, B, = 0.5, ..., 0.9. From these considerations, we
obtain an indicator of the relative effectiveness of the GA with
the selected parameters Y = @ X B,.

Step 10. Repeating steps 8-9 and varying population size (),
get the dependence of relative effectiveness P from Q at fixed
V and G, which is easily interpolated, which allows you to find
Q" = arg max YV, G,Q) and get *(V,G) = ¢(V,G, Q).

Step 11. By repeating steps 7-10 and varying the parame-
ters G heuristically the selection is carried out

G" =arg max v (V,9)

and receiving Yy (V) = ¢*(V,G").

Step 12. Repeat steps 6—11 for different IV and similar to the
step10 is being sought V,,,, = arg max (V).

Step 13. Define
Gopt = arg max U (Vope: §)-

Q‘opt = arg mgx lIJ(Vopt:' gupt' Q‘)

Step 14. In the case of a low assessment of the performance
of the GA, what should be considered W(Vypr, Goper Lope) <V,
it is necessary, returning to step 1, to reduce the numbers of the
sets BPT, BY due to more strict filtering of the element base
and (or), returning to step 2, facilitate structure parameters
u, my, k = 1, ...u by reducing the permissible complexity and
diversity of structures.

Step 15. Launch of GA with FF for i-th generation

and the «three sigma» rule we will count N, =

Ve

=—2’
14

~ N.

LpNis N; V= Vopt - Tp (Vopt -V

and parameters: mutations and crossing overs respectively
< M, K;, K; >= Gop¢, population volume .., number of gen-
erations N, (Vopt, Gopts Qope)», Which leads to the desired solu-
tion X* = S*.
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FEATURES OF THE FORMATION OF GENETIC OPERATORS
IN THE OPTIMIZATION OF THE STRUCTURE
OF INFORMATION-COMPUTER SYSTEM

Let denote through F some FF and describe the main oper-
ators of GA, justified as a result of the research.

Mutation operator X' = Mut(X, M) assumes for mutating
with probability M gene equally-likeable choice of alleles from
the set of possible: with probability M

% =g x card(B"™) + 1)], j = 1,..., my;
xj'(k) =[@Xcard(B)+ 1], j=1,...m,k=1,..,u

Here and below, the square brackets mean rounding to the in-
teger at the bottom.

Selection operator assumes selection for the next genera-
tion (range Sel) chromosomes with a FF value not lower than
the average in the generation:

Sel={i:F(X,)) =F,i=1..Q}=
= {sellk = 1,...,card(SeD}, F = =%, F(X;);
Sel = {i:i & Sel,i = 1,..,Q} = {sel, |k = 1, ...,Q — card(Sel)},

here is L — number of chromosomes in generation.

Crossing over operator X' = Kross(X,Y, Ky, K;) involves
the exchange of genes on the epymous positions of the parent
chromosomes X, Y with probability K: if F(X) = F(Y),0 > K;
or F(X) <F(Y),0<K: x]-'(k) = y]-(k), else x]-'(k) = x]-(k), where
is 0 € [0; 1] — played uniformly distributed random variable,
K=K + (K, —K;) X k/u, Ky, K» — crossing over parame-
ters for O-th m (u-1)-th hierarchical level respectively,
i,j=1,..,my, k =0,..,u. This construction of the crossing
over takes into account the expediency of different intensity of
exchange of structural units of different levels of hierarchy be-
tween parent variants that shown by researches.

Implementation of the GA includes the following steps:

1. Formation of a random initial population

X(@) = Mut(x(0),1),i=1,.., Q.

2. Equally probable chromosome selection from the entire
generation i, = [Qp] + 1, equally likely choice of chromosome
from among those selected for the next generation:

Jrk = Sel[card(Sel)~@]+1 ’

and the use of a crossing over operator for them
X(k) = Kross(X (ix), X i), K1, K>), k € Sel.

This method has the advantage that such an operator does
not change the total number of chromosomes in the generation,
forming a new one instead of the one being removed, and re-
duces the likelihood of losing successful search directions dur-
ing selection, leaving the possibility of participation of «re-
jected» chromosomes in the formation of the next generation.

3. Application of the mutation operator for all chromosomes
in the generation except the best FF value:

X(@) =Mut(X(@),M),i=1,..Q,i # arg .rr}aan[X(i)] ,
t=1,...

that ensures that the best possible solution is preserved.

4. Iterative execution of steps 2—3 and formation of the re-
sult X* = arg max F[X(i)] while achieve the number of gen-
1=1,...

erations Ny,

EXAMPLE OF SEARCH THE STRUCTURE
OF INFORMATION-COMPUTER SYSTEM

Let us give an example of the application of the developed
approach [9, 10] to the choice of the rational structure of a
multi-module computing system. For this purpose, an appropri-
ate software package was developed and used [11]. At the same
time, the calculation time of a single implementation of the OF
was about 300 ms for 100 integration steps (a PC based on In-
tel 15 with a clock frequency of 3 GHz in the MATLAB 7), the
required standard deviation of the OF score of 1 %, which cor-
responds to 10* experiments (the initial coefficient of variation
of the OF is close to 1). With the total allowable number of el-
ements of the three-level structure N =22, the estimate of the
total number of its formalized variants of the structure was
1,9 x 10°, taking into account the resource constraints on the
composition of the elements - about 4.3 x 10%,

On Figure 2 shows the experimental dependence of FF on
the number of generations and the coefficient of variation with
rational parameters justified by the above K7'= 0.95; KN = 0.8;
M=03;Q=10.

Fig. 2. Example of dependence of the objective function
on the number of generations of GA and the coefficient
of variation of FF

On Figure 3 shows the experimental dependence of the per-
formance indicator Yy on the number of OF calculations for var-
ious methods of constructing the GA (heuristic «directional-
random» setting corresponds to KV'=0.9; KN=0.6; M=0.1;
Q = 12; «random-directional» — KV =0.6; KN=0.5; M =04,
Q=4).

For example, a search time limit of 36 hours was set, which
corresponds to the enumeration of 48 variants of structures in
the traditional way. In this case, the use of the developed
method made it possible to find a quasi-optimal solution that
provides a value of the OF estimate of about 0.99. At the same
time, for the traditional method of using GA (constant coeffi-
cient of variation of FF) with rational parameters, this value was
0.56, 1. e. the increment of the OF was 77 %. On the other hand,
fixing the required value of the OF assessment, it is possible to
estimate the gain by the time of its achievement: about § times
for the value of 0.95, 12 times — for 0.9.
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Fig. 3. Comparative analysis of the effectiveness of GA
in the search for the optimal structure of the ICS
1 — heuristic «directional-random» setting;
2 — heuristic «random-directional» setting;
3 — setting with a constant coefficient of variation of FF;
4 — setting with variable coefficient of variation FF

In practice, the choice of the option of constructing a com-
plex technical object is, as a rule, multi-criteria, and the final
decision is made as an optimal compromise from some subset
of possible solutions. The fact is that, firstly, a significant im-
pact on the decision is exerted by difficult to formalize factors
associated, for example, with the labor-intensity of the imple-
mentation of a particular option with existing developments,
etc. Secondly, it is necessary to eliminate uncertainties in the
formation of initial data, for example, sets of computational
tasks. Therefore, the application of the developed method is
most expedient in cases where it is required in a limited time to
form a set of quasi-optimal solutions in the scope of possible
structures, thereby providing a reasonable optimal-compromise
choice of the desired structure.

CONCLUSION

A method of heuristic solution of a complex combinatorial
optimization problem of large dimension with a stochastic tar-
get function through the use of an evolutionary modeling appa-
ratus — genetic algorithms is proposed. The problem of struc-
tural-parametric optimization of complex heterogeneous hier-
archical-network ICS fully belongs to this class. This is due, on
the one hand, to the many possible options for their construc-
tion, taking into account the variety of types of elements and
their places. in the structure, and on the other hand, the com-
plexity of the models of functioning and the corresponding
complexity of their computational implementation. Therefore,
despite the capabilities of modern computer technology, the
proposed method should be used to develop proposals for sub-
stantiating the technical appearance of complex ICS. Statistical
research has shown the possibility of significantly reducing the
time spent on finding rational options for building ICS.
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BbIOOp CTPYKTYP HEOJHOPOAHBIX
UHPOPMANMOHHO-BBIYMCIUTEIbHBIX CHCTEM
HA OCHOBE ANNAPaTa reHeTHYEeCKUX aJIrOPUTMOB

k.T.H. U. B. 3axapos, k.T.H. A. O. Hlymaxkos, C. C. 3sIk0Ba
Boenno-kocmuueckas akagemust umeHu A. d. Moxaiickoro
Cankr-IlerepOypr, Poccus
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Annomayua. JlocTaTOYHO aJeKBaTHble IHHAMHYECKHE MO-
gend (yHKIMOHMPOBAHMS CJIOKHBIX CHCTEM XAPAKTEPU3YHTCS
BBICOKOH BBIYMCJIHMTENBHON CJI0KHOCTBIO, YTO BeleT K cCylle-
CTBEHHOI TPY10€MKOCTH ONTHMHM3ALIMOHHBIX npoueayp. Iloaromy
pelLieHUe 321241 KOMOMHATOPHOH ONTUMM3ALMH NyTeM IOJHOTO
nepe6opa BO3MOKHBIX pellleHHI Ha NMPAKTHKe OKA3bIBaeTcsl He-
npueMJeMbIM.

IIpenmyiecTBaMH 3BOJTIONIMOHHOT0 MOUCKA KAK MeT0a KOM-
OMHATOPHON ONTHMM3ALUHN CTPYKTYPbl HHGOPMALIMOHHO-BbIYHUC-
JINTEJIbHOM CHCTEMBbI ABJISAECTCH HAJTHYHE BO3MOKHOCTH Pa3iny-
HBIX CIIOCO00B 32/1aHHA 1e/1eBOoil (PYHKIUU H TUNOB IepeMEHHbIX
ONTHMM3ALMH, 2 TAKKE B MCIO0/Ib30BAHMH BEPOSITHOCTHBIX, 2 He
JeTePMHHHUPOBAHHBIX NPaBUJ mNoucka pewmenuii. Ilpenoxen
cnocod (opManu3anuu CTPYKTYPbI reTeporeHHoil MHQopmMamnm-
OHHO-BBIYHCJIMTEJIbHOH CHCTEMBbI, KOTOPBIii yYUTBIBaET ee Hepap-
XHYeCKH-CeTeBYI0 CTPYKTYpY.

IlpeacraBieHHbI MOAX0 NMO3BOJIsIET MOCPEACTBOM BbIOOpa
PALUOHAJIBHBIX NAPAMETPOB IEHETHYECKOI0 AJrOpHuTMAa H HC-
M0J1b30BaHMS CTOXACTHYECKOH GpuTHecc-PyHKIMH ¢ IepeMEeHHbIM
K03 pUIMEHTOM BapHAIUU [JOCTHIATh YAOBJCTBOPHUTEIbHOM
CKOPOCTH €ro cXOJMMOCTH NpH 00JIbIIOH Pa3MEpPHOCTH 3aJa4H.
IlpuBenenbl nMpuMepbl MPHIOKEHUS YKA3aHHOTO MeTOAa K IIO-
HCKY PAllHOHAJIBbHON CTPYKTYPbI BBIYHCIUTEIbHOM CHCTEMBI.

Kniouesvie cnosa: BBHIMHCINTENILHAs CHCTEMA, IBOJIIOIHMOH-
HbIH MOMCK, FTeHeTHYEeCKHUIl aJIrOPHUTM, CTOXacTHYeCKasi (PuTHecC-
pyHkuus.
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